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● Know motivation for speech in LLMs
● Know the basic and example speech-to-text methods
● Know real-time methods

Class outline

● Speech NLP tasks (ASR, translation, emotion recognition, …)
● Speech in NNs (sound representation, MFCC, raw audio) and in LLMs 

(Wav2vec, HuBERT, Whisper)
● Simultaneous methods: re-translation vs. incremental 
● Streaming policies wait-k and LocalAgreement
● Whisper-Streaming and ELITR demo
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After the class, you should be able to:
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Outline

● Motivation

● Speech and NNs
○ Representation
○ Speech-to-text generation

● Speech and LLMs

● Simultaneous Methods 

● Demo



Speech and LLMs
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Why speech?

Why should LLMs work with speech … from user perspective?

○ More natural interaction 
○ Accessibility
○ Some languages do not have a written form
○ Complementary with text
○ New applications
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Why speech?

Why should LLMs work with speech … from technical perspective?

○ Using information beyond text
■ Prosody

● Intonation, stress, and rhythm
■ Non-verbal language
■ Sentiment
■ Environment

○ Avoiding error propagation



Speech and NNs
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Speech NLP Tasks

● Speech-to-text 
○ Automatic Speech Recognition (ASR) 🗣→🔤
○ Speech Translation 🗣→ ㊙ 
○ Summarization 🗣→ 🗎

● Emotion Recognition 🗣→🤗

● Speaker Verification 🗣+🆔→👍

● Speaker Identification 🗣→🆔

● And many more …



Speech Representation for NNs



● How neural networks read?

● Tokenization
○ Break the text into smaller units = tokens [characters, words, sub-words]

● Translate tokens to indices in a vocabulary

● Embedding Layer
○ Translate each index into a vector
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Speech Representations: Recap from Text
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Speech Representation

  the                    cat                       in              the              hat
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Speech Representations: Recap from Text

● How do we represent sound in computer?
○ Human speech 100 - 4 kHz, better to 8 kHz
○ 16 kHz wav = 16k floats/s

● How NNs understand speech?
○ Two approaches:

■ MFCCs
■ Raw audio (some tricks needed)

  the         cat                 in     the   hat
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Speech Representations: MFCCs

● Mel Frequency Cepstrum Coefficients

https://jonathan-hui.medium.com/speech-recognition-feature-extraction-mfcc-plp-5455f5a69dd9

25 ms width
10 ms stride ⇒ 100 frames/s
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Speech Representations: Direct Approach

● Feed directly 16 kHz to NN
○ We want to use Transformers - where is the problem?

■ Complexity of self-attention - O(n2)

○ Solution
■ Downsample long input with CNNs

From: SPEECH EMOTION DIARIZATION: WHICH EMOTION APPEARS WHEN?

■ CNN serves as feature encoder
● Similar to MFCCs
● But the representation is learned from 

data

○ Typically a part of pre-trained models
■ Wav2vec 2.0, HuBERT, WavLM
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Speech Representations: Comparison

● MFCCs
👍 Efficient
👍 Interpretable
👎 Limited features 

■ Ideal for ASR, not ER
👎 Not robust to noise

● Direct approach
👍 More complex features

■ speaker characteristics, 
emotions, and environmental 
noise

🤔 Depends on training data
■ Can be robust

👎 Computational cost
👎 Interpretability
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Leveraging Unlabeled Data: Self-Supervised Learning
● We have a lot of unlabeled data

○ Can we use them?

● Pseudo-labeling
○ Use existing ASR
🤔 ASR quality
👎 No ASR for some languages

● Self-supervised learning (SSL)
○ Wav2Vec 2.0, HuBERT, WavLM, …

● Idea:
○ Model decides on representations 

based on data
○ Improved context representation 

using Transformer

From: wav2vec 2.0: A Framework for Self-Supervised Learning of Speech Representations
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Leveraging Unlabeled Data: Example
● HuBERT

○ CNN feature encoder
■ 320x downsampling = 50 frames/s

○ Transformer context encoder

● Training
○ Mask random spans 
○ Predict acoustic units in masked regions
○ Several hours on up to 256 GPUs

● Acoustic units
1. Unlabeled audio → MFCCs → k-means (k=100)
2. Contextual features from Transformer from 

the first step → k-means (k=500)

● Finetune for downstream task
○ ASR, ER, …
○ Works even with 10 mins of data From: wav2vec 2.0: HuBERT: Self-Supervised Speech Representation Learning by Masked Prediction of Hidden Units
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Plugging Speech to LLMs

● Hot research topic

● Typically
○ Embed audio with some encoder

■ HuBERT, …
○ Interleave audio and prompts
○ Feed to LLM

From: Prompting Large Language Models with Speech Recognition Abilities
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Speech-to-Text Example: Whisper
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● Seq-to-seq task, e.g. 🗣→ 🔤/㊙/🗎/…
● Continuous incremental input  🗣🗣🗣...

○ = Don’t assume <end-of-sequence> mark
○ But expect it in a real-life app. Use e.g. Voice activity detection for 0.5s silence

● Problem: How to process the task fast?
= In real-time? 🏄
= Simultaneously? 👥
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Problem:



Simultaneous speech translation (recap 11/4/2024)

● Simultaneous = Live = Real-Time = Low-latency = Incremental
○ Source available continuously, one chunk at a time 
○ The chunk can be: 

■ audio segment … in the direct speech-to-text translation or transcription = ASR
■ or word (text) produced by incremental ASR … in a cascaded system = ASR + MT

○ Provide the target “at the same time” as the source is being produced

 = simultaneously = with a small additive delay 
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In the European Parliament:

-> English original source

-> English-to-Czech Sim. Interpreting

-> English-to-German Sim. Intp.



Simultaneous speech translation (recap 11/4/2024)

● Simultaneous = Live = Real-Time = Low-latency = Incremental
○ Source available continuously, one chunk at a time 
○ The chunk can be: 

■ audio segment … in the direct speech-to-text translation or transcription = ASR
■ or word (text) produced by incremental ASR … in a cascaded system = ASR + MT

○ Provide the target “at the same time” as the source is being produced

 = simultaneously = with a small additive delay 
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In the European Parliament:

-> English original source

-> English-to-Czech Sim. Interpreting

-> English-to-German Sim. Intp.



Simultaneous approaches



● Re-translate from beginning of sentence 
each time:    rewrite + append

  Re-Translation       vs.     Incremental 

● Alternates between reading from ASR 
and translating: no rewrites, only 
append
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Source: [Ren et al., 2020]
Source: [Arivazhagan et al., 2020]

https://aclanthology.org/2020.acl-main.350/
https://aclanthology.org/2020.iwslt-1.27.pdf


  Re-Translation       vs.     Incremental 
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Re-translation Incremental

Latency 👍 👎
Quality 👍 as in offline mode 👎 lower than in offline mode

Stability (flicker) 👎 may be unreadable 👍 only appends to the end

Presentation space Needs large space 👎 Suitable for 2-line subtitles 👍

Versatility Can serve many users at once 👍 
Medium src. lang. proficiency … needs fast outputs
No src. Lang. proficiency … slower OK, high quality needed

Compromise 👎 
latency and quality

Easy to plug-in any 
offline model?

👍 YES. May be unstable on prefixes 
but high quality in the end.

Not easy but possible.



Stability in Re-Translation



How to make re-translation more stable?
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Baseline (“standard” offline MT)

Stability measure: 13 erasures for 8 generated tokens = 1.625     

Example: [Arivazhagan et al., 2020]. 

https://aclanthology.org/2020.iwslt-1.27.pdf


How to make re-translation more stable?
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New
New drugs
New drugs may
New drugs may lung 
New drugs may lung and 
New drugs may lung and ovarian cancer
New drugs may slow lung and ovarian cancer

-
0
0
0
0
0
5

Baseline (“standard” offline MT) Improvement

Stability measure: 13 erasures for 8 generated tokens = 1.625     4 erasures for 8 generated tokens = 0.5

We learned: Proportional prefix training 1. Train a standard offline MT
2. Finetune on 1:1 mix of full sent. pairs 

and src-target prefixes
3. Create the prefixes from the length 

proportion, 
4. do not care about the parallel words in 

the truncated suffix => anticipation
5. Measure the MT quality and erasures
6. Select a suitable trade-off

Example: [Arivazhagan et al., 2020]. The method first proposed by Niehues et al., 2018.

https://aclanthology.org/2020.iwslt-1.27.pdf
https://www.isca-archive.org/interspeech_2018/niehues18_interspeech.html


Demo time



Demo: Notice the flicker

● From our paper:
Presenting Simultaneous Translation in Limited Space, Macháček and Bojar, 2020

● How to present re-translation? Learn this:
○ If possible, use large text output size, e.g. paragraph view.

■ The end users choose where to look
○ When only few lines are possible:

■ Re-writes can happen in the scrolled away part
■ => ASR re-writes usually small … OK for few lines
■ => MT re-writes too large

… too much flicker or large presentation delay, not usable for few lines
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https://ceur-ws.org/Vol-2718/paper23.pdf


ELITR demo
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● On your device: quest.ms.mff.cuni.cz/elitr/demo/    or QR code →
● Lang. options:

○ EN = any lang. translation … Whisper-Streaming = voice activity controller + auto lang. detection +
○ ASR = any lang. ASR     + W. large-v3 + long-form streaming with LocalAgreement-2, 1 sec. min. chunk size
○ Others* = En -> 44 langs. MT with re-translation  … UEDIN English-all rainbow model, 44 l. variants, 12-layer enc., 2021-12-10, v4
○ *ZH = now blank, ready to connect another MT

● Wrapped in the ELITR pipeline (HE project 2019-2022, CUNI+UEDIN+KIT+others)

https://quest.ms.mff.cuni.cz/elitr/demo/


Incremental



Next week, police 

will 

accuse some of the people involved in the case. 
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Problem: When to wait or translate

NPFL140 LLM

Source: https://aclanthology.org/2020.emnlp-main.178.pdf

Chinese source:

Simultaneous intp.:

accuse



Sim. policy for an incremental input: 
Given a seq-to-seq model, make continuous predictions.
Objectives: latency and quality. Control them by one parameter.
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Simultaneous policies



36

Simultaneous policies

“Offline”
too slow
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Simultaneous policies

“Oracle,” unrealistic
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Simultaneous policies

Optimum: safe, realistic
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Simultaneous policies

Candidate system
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Simultaneous policies

Candidate system

Diagonal: Latency reference



● Wait-k: Be always k words behind.
(+ catch-up factor because src-tgt length ratio.) 

○ Simple baseline
○ Small k might be OK for some lang. pairs
○ Not self-adaptable by lang. or content

41

Simultaneous Policies



● LocalAgreement-N (Polák et al., 2022): 
○ With every new src chunk, decode internally.
○ Output Agreement = common prefix of the last N chunks.
○ Use it for forced decoding the next chunks. 
○ => Self-adaptable by lang. and source complexity
○ Parameters: N, the chunk size (e.g. x-times 330ms = appx. x words)

● LocalAgreement-2 (Liu et al., 2020):
○ Best in IWSLT 2022 (Polák et al., 2022)
○ Min. latency 2x chunk size, max unlimited
○ In Whisper-Streaming

42

Simultaneous Policies



● Practical tool, demonstrates SoTA
● Includes:

○ Voice activity controller = end after 0.5s silence
○ + automatic language detection (99 langs)
○ + Whisper, with fast implementation
○ + LocalAgreement-2
○ + heuristics for continuous speech
○ Wrapped in ELITR pipeline
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Whisper-Streaming github.com/ufal/whisper_streaming

http://github.com/ufal/whisper_streaming


● Let’s chat in 99 langs.
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Whisper Languages



Afrikaans Albanian Amharic Arabic Armenian Assamese Azerbaijani Bashkir Basque 
Belarusian Bengali Bosnian Breton Bulgarian Burmese Cantonese Castilian Catalan 
Chinese Croatian Czech Danish Dutch English Estonian Faroese Finnish Flemish 
French Galician Georgian German Greek Gujarati Haitian Haitian Creole Hausa 
Hawaiian Hebrew Hindi Hungarian Icelandic Indonesian Italian Japanese Javanese 
Kannada Kazakh Khmer Korean Lao Latin Latvian Letzeburgesch Lingala Lithuanian 
Luxembourgish Macedonian Malagasy Malay Malayalam Maltese Maori Marathi 
Moldavian Moldovan Mongolian Myanmar Nepali Norwegian Nynorsk Occitan 
Panjabi Pashto Persian Polish Portuguese Punjabi Pushto Romanian Russian 
Sanskrit Serbian Shona Sindhi Sinhala Sinhalese Slovak Slovenian Somali Spanish 
Sundanese Swahili Swedish Tagalog Tajik Tamil Tatar Telugu Thai Tibetan Turkish 
Turkmen Ukrainian Urdu Uzbek Valencian Vietnamese Welsh Yiddish Yoruba
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List of Whisper’s languages



● You learned how to represent speech

● How to leverage unlabeled speech data

● How to integrate speech into LLMs

● Simultaneous methods and policies
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Summary

Speech and LLMs


