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Abstract
This paper presents a method for bootstrapping a

It requu'es only three

these and other evidence sources, interactive train-
ing of context and lexical prior models are accom-
plished for fine-grained POS tag spaces. Experi-
ments show high accuracy, fine-grained tag resolu-
tion with minimal new human effort.




1. Multilingual e PoS tagging with minimal effort
PoS Tagger

e But..what's minimal?
o partially-tagged corpora?
o small seed inputs?
o re-using annotated data trans-lingually?
O

ittle human and resource costs?

!

e Minimal supervision via use of existing readily
available basic resources

Interjection

1. Bilingual dictionary
2. Reference grammar
3. Monolingual text corpus

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.
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Use contextual

Extract basic PoS Expand inflectional _trai :
distributions from forms via learning FO refine if;;{?vl;;?;: E)eefgeer
unlabeled bilingual morphological PoS tagging incl. accuracy
dictionaries models grammar features

Total time: T-person day of work

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



1.1. Inducing PoS tags from unlabeled bilingual dictionaries

mandat

manechin
manifesta
manual

mare

maro

warrant; proxy; mandate;
money order;

v by e Process: foreign word » English translation -

model, dummy " S .

aris, express sl show estimate probabilities » induce PoS tag
manual; textbook;

handbook

j | large; big; great; tall;

B e Assumption: PoS of English translations is

brown, chestnut

Y —— consistent cross-linguistically, for phrases

The POS tags are used only for evaluation and are
not available in many bilingual dictionaries.
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dictionary (via English treebank)

Figure 2: Inducing a preliminary POS distribution
for the Romanian word mandat via a simple English
translation list.

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



Key: estimate a robust tag probability distribution with large enough
probability for the true PoS, so that we can seed further training with these

minimal resources
Target Training Accuracy Correct POS | Coverage | Mean Probability
Language Dictionary Exact POS | Over Threshold of Truth
Romanian || Spanish - English 92.9 97.8 98 91
95 82

Kurdish Spanish - English 76.8 93.1
Spanish || Romanian - English 83.3 94.9 97 .86

Table 1: Performance of inducing candidate part-of-speech distributions derived solely from untagged En-
glish translation lists. Results are measured by type (all dictionary entries are weighted equally).

Errors from:

Differing annotating/formatting styles across dictionaries
Untagged English translations (rare or proper nouns)
OCR failure in resource acquisition

Equal weights for all words, incl. extremely rare ones
Ambiguity in PoS tags and definitions

0O O O O O

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



1.2. Inducing morphological analyses from ref. grammars

Root | Inflected
Affix | Affix Part-of-speech Tag
| Spanish:

o$ Adj-masc-sing

% Adjmasc-plns e DProcess: creation of inflectional affix tables -

a A weighted Levenshtein distances within a corpus

Adj-masc,fem-sing
Adj-masc,fem-plur

Verb-Indic_Pres-pl-sing e Manually entering inflectional paradigms based on

i g g ol Fa reference grammars for a language, ca. 200 lines

Verb-Indic_Pres-p1-plur
Verb-Indic_Pres-p2-plur o Incl. closed class words (very short or extremely rare
Verb-Indic_Pres-p3-plur .

ones that would not generalize well)

Table 2:  Sample extracted regular inflectional
paradigms (suffix context is marked by $).

max(i, j) if min(i,5) = 0,
levgy, (’l, — l,j) +1

min { levgp(i,5—1) +1 otherwise.
levay (i — 1,5 — 1) + Ligmsy)

leva,b (i, J) =

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



- Regular Observed
Dictionary Inflection Corpus
Rootword Generation Words

V-pres-3pl
destrozar/V. %v.prem sg

V-subj-3pl

V-pres-1sg
d iV V-pres-3sg
estruir, V-pret-1sg

V-pres-1sg
V-pres-1sg
dormir/V V-imprf-3pl
V-pret-3pl
V-pres-3pl

doler/V V-pres-3pl
= V-pret-3pl

Figure 3: Inflectional analysis induction via
weighted string alignment to noisy generations from

dictiona

destrozan « ;-7 destrocé

destrozé %destrocen
1_—7

destrozen destrozan

destrue -3, - destrui

destruen% destruye
destrui destruyen
destruo <2>Y destruyo

dormo —=22Y¢ _ duermo
RS duermen

dormian \

deitits duelen

dormen s, dormian
< i

dolen £° durmié

o
doli¢ <—— doli6

Takes into account potential irregularities and stem
changes for more morphologically complex
languages!
o Even if stem changes are not explicitly accounted for in
created tables... :-)

o Not really for close-classed words (hence manual incl.) :-(
é weighted mixture model

Systemm combines similar and pseudo-regular
generated words PoS/morphological induced data

to improve prediction of the next word
o Based on relevance, multiple possible tags assigned
o Artificial word forms that have been created by applying
common morphological rules (like suffix changes) but
may still contain irregularities

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



1.3. PoS model induction and PoS subtags

e Suffix-based modelling with trie smmoothing
e Paradigmatic cross-context tag modelling for larger corpora
e Contextual agreement for sub-PoS grammar features

e Assumption: same PoS words usually occur
in similar syntactic environments and somewhat narrow contextual windows

e +we must also have enough of PoS/ \3
morphological instances for each

Agreement window
assumption also holds for
sub grammatical features

like gender

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



1.4. Induction of gender with contextual learning

e Assumption:ike PoS, Certain grammmatical features tend to occur in a given
contextual window

Tested over potential window sizes and 3 yielded
the best overall coverage and accuracy

P(Geng|w) = z L P G’enk|wz+J)Wt( )

zeloc(w] j=-3

tokens within context window
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Context Wi e Combining aforementioned models
Figure 5: The probability that at least one gender- with this contextual window allows

marked word will occur within a window of =i to infer gender for words and
lative t k f i '
words relative to another gender marked word (o suffixes alike

any part of speech).
s peech) o  Not so good for Spanish tho :-(

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.
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(a small break from
the PoS tagger itself

to delve more into...) This paper investigates the problem of
atical gender

Abstract

through a bootstrapping process that uses
contextual clues from an unannotated cor-
pus and morphological clues modeled with
, accurate gender predictions can
be induced for five diverse test languages.




2. Induction of

grammatical gender e Grammatical gender assignment with
minimal effort

feminine masculine e Again, minimization via readily via use of
A lacsalacralamesala  0; elcarro,eldinero,el existing readily available basic resources

cama, lasilla, la cerveza florero, el edificio

CION: la cancién, la relacién . el mensaje, el paisaje, el e Gender: Intrinsic property of nouns found in

SION: la presion, la televisién garaje, el pasaje

many languages, but...

DAD: laedad, la verdad . elamor, el dolor, el error,

TAD: la amistad, la lealtad el sabor, el temor e Cultu re_speciﬁc and arbitra ry

o Fem/Masc, or combined?

o  Neut, ambiguous with masc?

o (In)Animacy

O  Natural sex or to morphological rules?

IRREGULAR: la foto, la mano, la IRREGULAR: el clima, el dia, el
moto, la radio idioma, el poema

Minimally Supervised Induction of Grammatical Gender (Cucerzan & Yarowsky, 2003). Johns Hopkins University.



2.1. Seeding
gendered nouns @ —— @ ——— @

Extract list of seed Frequency-based Morphological
nouns from context analysis for disambiguation via

unlabeled bilingual all gender classes suffix-based
dictionaries found in corpus patterns

e Manually select high confidence, translingual: ML =

o Specifically nouns! Disambiguate homonymous forms BEe

o English natural gender » target natural gender Same
context =

e Generalize from dictionary-extracted seed wordlist: SEtiE
o Frequency, suffix-based patterns + Contextual analysis gender?

Minimally Supervised Induction of Grammatical Gender (Cucerzan & Yarowsky, 2003). Johns Hopkins University.



2.2. Learning gender via context

e Freguency analysis of seeded gender classes questionable | masculine | feminine |

co-occurrence based on a threshold
o Distributions re-estimated w.r.t. reliable context occurrence

N

e Left, right, bilateral context for word and sub-word structures
O  Language-specific!

e \Very low coverage :-(
o Achieve high confidence for a small set of nouns
o  No valid contexts found for the greater majority

e \Work-around: use morphological analysis models for disambiguation
o Variable-length suffix patterns
o Assignment of gender with greater suffix variability (language-spec), for
unknown, un-disambiguable words

Minimally Supervised Induction of Grammatical Gender (Cucerzan & Yarowsky, 2003). Johns Hopkins University.



2.3. Suffix-based
analysis in tries

Distributions in the nodes:
quest,/fem. masc.

@ [.80].161.03] Final interpolated distributions:

@/ \@

S

g
E

/

®
8
:
&
®

N
*7
O )

i
i
Bl

O O OF ey

N
® ©
b
® (0
s |

®

E
3

i
i
3

EH—~@D——0—

¥
3

§
g
3

®)
&
B
HE
8

3

e Affix modeling in trie structure » to be smoothed
o  For nouns with no reliable contexts: more aligned with
nouns sharing longer suffixes

P(gen;|lnln—1.-1i) = Proge(tutn—s..)(g€n5)+

Prode(int,...1;) (quest) - P (gen;|lnln—1...li41)

e Gender probability estimated from tree path

recursively
o Parametrized to weight of suffix-sharing preceding notes in
the trie (a, B)

e Regarding PoS tagging...
o True PoS shall not be ignored!
o  Presence of PoS-differing homonymous words

Minimally Supervised Induction of Grammatical Gender (Cucerzan & Yarowsky, 2003). Johns Hopkins University.



2.4. Gender induction results

System extracted seeds (18 fem., 30 masc.)

by type
2963 nouns
5054 7733

Table 7: Results for Spanish

Generalized inference of general
gender rules in morphology for 5
languages

Hindered by:

o  Absence of contextual clues

o Language-specific exceptions and rules
o Lack of natural gender distinction

o Equivalence of genders in contexts

Minimally Supervised Induction of Grammatical Gender (Cucerzan & Yarowsky, 2003). Johns Hopkins University.



1.5. and PoS induction results

NNS NNS |NNS-8h
All words
core-tag 93.1 | 86.3| 89.2
exact-match 86.5 | 68.6 | 755
exact w/o gender| 87.0 | 76.7| 83.0
Nouns
core-tag
*number
*gender
*definiteness
*case

core-tag

*tense

*number

*person

Adjectives

core-tag 79.7 | 786 | 815
*gender 100.0 | 81.3 | 82.2
*number 100.0 | 98.3 | 98.3

Table 3: Performance of POS tagger induction
based on 1 person-day of supervision, no tagged
training corpora and a fine-grained (=250 tags)
tagset. NNS and NN refer to non-native-speaker and
native-speaker effort.

Multilingual PoS tagging (ca. 250

tagged) for Romanian and Spanish

o Higher resource presence + knowledge
of researches

Hindered by:

o Annotation/Formatting style differences
in selected resources

o Differing and non-existing PoS,
language-spec

o Language-specific exceptions and rules

o Lack of natural gender distinction

o Equivalence of genders in contexts

Determiner or adjective?
Policy or error?

Bootstrapping a Multilingual Part-of-speech Tagger in One Person-day (Cucerzan & Yarowsky, 2002). Johns Hopkins University.



Is it worth to
have 4h hours
of NS
(Romanian)
apart from 8h
of NNS?

J&Discussion fuel j¢

Standardization of PoS tagging
policies across resources?

Levenshtein distance use for other
morphologies, i.e. template-based?

Contextual-based analysis for flexible
word-order syntax? Scalable to more
understandings of gender and
animacy?

Minimal supervision:
o Towhat extent?
o For lower resource languages?

Gender/PoS induction influenced by
gender bias in resources?
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