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Empirical Results

BLEU scores for various tree-based transfer corditjons:
WMT 07 DevTest, automatic t-layer by Klime$ (2006),
compared to phrase-based MT (Bojar, 2007).
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Why has this happened? Pras k tomu doSlo?

Synchronous Tree Derivation

Synchronous Tree-Substitution Grammars
(STSG, Eisner, 2003)

1. Decompose source tree into treelets.

2. Translate treelets.

3. Join target-side treelets attaching treelet rtmfsontier nodes.
4. Linearize a-tree or generate plaintext from &tre

Two stages:

Various back-off methods, e.g. frontiers disregeraed
generated on the fly. Output attributes generaseid a
factored translation (mapping and generation steps)

2. Attach translation options to frontiers.
Sample treelet

Search for the most likely synchronous derivation:
Stack-based top-down beam search similar to Moses.

1. Generate translation options (target-side trgglet

Factored to improve target morphologyn-gram  14.2+0.7

BLEU scores for our WMT 08 submissions:
WMT 07 DevTest and WMT 08 tests, compared to décitéred,
preserving structure) with
@utomatic t-layer by WMT 07 WMT 08
Zabokrtsky (2008). DevTest NC Test News Test
Moses 14.9+0.9 16.4+0.6 12.3+0.6
Moses, CzEng data only 13.9+0.9 15.2+0.6 10.0+0.5

etct, TectoMT annotation 4.7+0.5 4.9+0.3 3.3#0.3

Phrase-Based Setup
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utilizes various taggers, parsers...
e Manual: Prague Czech-English Dependency Treebank (PCEDQTn2pbogress)
2. GIZA++ to obtain node-to-node alignments.
3. Extract all treelet pairs compatible with nodigrainent.

Problems of Deep Transfer

Cumulation of errorsat every step of analysisX{gging, Xparsing to a-layer, rules/parsing to t-layer).

Data loss at treelet pair extraction: natural divergence andotation errors> incompatible tree structures and
node alignment> many treelet pairs not extracted.

Combinatorial explosion in translation options generatiorhere are around 20 node attributes in t-trees.
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Lack of n-gram LM in t-to-text generation.

Treated as atomic, t-node labels have higher epffbh54) than lowercase
plaintext (10.74). The idea is that the attributiesuld be more or less
independent and should map easier across languages.

Current implementation requirédly generated target treelets

= too many options for target node attributes givtie lcontext

= too many similar target treelets created

= e.g. different lexical choices pushed off the stack

= hypotheses on n-best list differ in less relevanibaites only.

We support final LM-based rescoring but there little variance in n-best lists.
Too many model parameters, esp. with factored output nodesMERT fails to coverge.

« 3-grams of word forms (CzEng target side, 15M mshie

« 3-grams of word forms (NC Test domain, 1.8M toRens

« 4-grams of word forms (Czech National Corpus, 366kens),

« 3x7-gram models of morphological tags (same datacesir

Lexicalized reordering using monotone/swap/discontinuous
bidirectional model on source and target word forms

Minimum error-ratetraining (MERT) optimizing for BLEU.

Summary

» Implemented a complex syntax-based system foriéngh-Czech MT.

* STSG top-down decoder applied at various layefarguage
description.

« Significant improvement of “etct” using various theds of back-off,
including factored translation of node attributes.

However:

» The more complex setup, the worse BLEU scoresaleemulation of
errors, data loss and combinatorial explosigrséarch errors).

« Best English-to-Czech quality currently achievgdidctored phrase-
based MT with a big target-side LM.



