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iiiAbstratThe goal of this thesis is to design, implement and evaluate a software tool thatshould redue the huge amount of human work involved in the development ofthe Prague Dependeny Treebank. The PDT is a researh projet at the In-stitute of Formal and Applied Linguistis, Faulty of Mathematis and Physis,Charles University, Prague. It is aimed at a omplex annotation of a part of theCzeh National Corpus, built at the Institute of the Czeh National Corpus, Fa-ulty of Philosophy, Charles University. The annotation sheme omprises threelevels: morphologial, analytial, and tetogrammatial. At the last level, eahautosemanti word of a sentene is annotated with its tetogrammatial funtion(funtor) that represents its linguisti meaning within the sentene, e.g., Ator,Patient, Addressee, various types of spatial and temporal irumstantials, Means,Manner, Extent, Consequene, Condition. Manual annotation of funtors nat-urally is very time-onsuming. The motivation for this thesis is the fat thata system for Automati Funtor Assignment (AFA) (i.e., a system whih ouldautomatially assign at least some of the funtors), would save the time of theexperts and possibly aelerate the growth of the PDT.For the purposes of development, the data, whih were already manually an-notated, were split into training and testing sets. After observing various har-ateristis of this data, I proposed and implemented four omplementary familiesof methods of the AFA: methods based on handwritten rules, methods based onautomatially extrated ditionaries, a method based on the notion of nearest ve-tor in feature spae, and a method based on Mahine Learning. The training setplayed a ruial role for the development of the last three of them. Besides theimplemented methods, I outline several alternative approahes to the AFA.The implementation of the presented AFA system onsists of many small pro-grams for data preproessing, funtor assigning, and performane evaluation. Itwas implemented in the Linux environment. Most of the ode was written in Perl.All the programs are applied on the data in a stritly pipeline fashion. In thisway, the whole system remains open for further extensions.The implementation was tested on the testing set. The performane (over,preision, et.) of individual funtor-assigning omponents was measured andevaluated in detail.



ivAbstraktC��lem t�eto pr�ae bylo navrhnout, implementovat a vyhodnotit softwarov�y n�astroj,kter�y by pomohl sn���zit obrovsk�e mno�zstv�� lidsk�e pr�ae pot�rebn�e pro vytvo�ren��Pra�zsk�eho z�avislostn��ho korpusu. Pra�zsk�y z�avislostn�� korpus je v�yzkumn�y pro-jekt realizovan�y v Institutu form�aln�� a aplikovan�e lingvistiky p�ri Matematiko-fyzik�aln�� fakult�e Univerzity Karlovy v Praze. C��lem tohoto projektu je komplexn��anotae ��asti �Cesk�eho n�arodn��ho korpusu. Anota�n�� sh�ema zahrnuje t�ri �urovn�e:morfologikou, analytikou a tektogramatikou. Na posledn�� z nih je ka�zd�emuautos�emantik�emu slovu p�ri�razena jeho tektogramatik�a funke (funktor), kter�azahyuje jeho v�yznam ve v�et�e, jako nap�r. aktor, paient, adres�at, r�uzn�e druhy�asov�yh a m��stn��h dopln�en��, prost�redek, zp�usob, m��ra, d�usledek, podm��nka.Ru�n�� anotae funktor�u je p�rirozen�e velmi n�aro�n�a na �as vy�skolen�yh odborn��k�u.Motiva�� pro tuto diplomovou pr�ai tedy byla skute�nost, �ze jak�ykoli syst�em auto-matik�eho dopl�nov�an�� funktor�u (Automati Funtor Assignment, AFA), kter�y bydok�azal p�ri�radit alespo�n ��ast funktor�u, by sn���zil z�at�e�z t�ehto odborn��k�u a p�risp�elby tak k uryhlen�� r�ustu Pra�zsk�eho z�avislostn��ho korpusu.Pro v�yvoj syst�emu AFA jsem pou�zil data, kter�a u�z byla ru�n�e anotovan�a natektogramatik�e rovin�e. Rozd�elil jsem je na tr�enova�� a testova�� mno�zinu. Navrhljsem a implementoval �ty�ri vz�ajemn�e se dopl�nuj���� skupiny metod automatik�eanotae: metody zalo�zen�e na ru�n�e psan�yh pravidleh, metody zalo�zen�e na auto-matiky extrahovan�yh slovn����h, metodu zalo�zenou na prinipu nejbli�z�s��ho vek-toru v p�r��znakov�em prostoru a metodu zalo�zenou na strojov�em u�en��. Tr�enova��mno�zina hr�ala kl���ovou roli zejm�ena pro posledn�� t�ri skupiny. Krom�e metod, kter�ejsem implementoval, uv�ad��m je�st�e n�ekolik alternativn��h p�r��stup�u.V�ysledn�y syst�em AFA je realizov�an jako skupina n�ekolika men�s��h program�upro p�redzpraov�an�� dat, pro p�ri�razov�an�� funktor�u a pro vyhodnoen�� spr�avnostiv�ysledk�u. Syst�em byl implementov�an pod opera�n��m syst�emem Linux, v�et�sinak�odu byla naps�ana v jazye Perl. Ve�sker�e zpraov�an�� dat, tj. p�redzpraov�an��,p�ri�razen�� a vyhodnoen��, je d�usledn�e proudov�e (`roury'). D��ky t�eto konepi m�u�zeb�yt syst�em v budounosti snadno roz�s���ren.Funk�nost implementae byla ov�e�rena na testova��h dateh. Charakteristik�evlastnosti jednotliv�yh metod (pokryt��, �usp�e�snost atd.) pro p�ri�razov�an�� funktor�ubyly nam�e�reny a jsou podrobn�e pops�any.
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Chapter 1Introdution Die Grenzen meiner Sprahebedeuten die Grenzen meiner Welt.Ludwig WittgensteinThe motivation for exploring natural language an be formulated in a varietyof ways, depending on the audiene. So let me start with the motivation thatould attrat a omputer sientist.The immense amount of data available on the World Wide Web undoubt-edly exeeds that of any information soure aessible to an individual withinthe history of mankind, and moreover is still rapidly growing. For a human, thisfat unfortunately does not generally entail a \better knowledge" (in the sense of[DePryk{93℄) about the world, sine the information is sattered, imperfet (in-omplete, inonsistent), redundant (this also ontributes to an overload of a humanpereption, though the redundany auses no troubles for a omputer), and non-homogenous. Besides searhing and visualizing the douments, the ontemporaryomputer tehnology|as the ulprit of this information overload|annot helpmuh, thus leaving us often onfused and unsatis�ed in the web labyrinth. Anydevelopment of \doument proessing tehnology" that goes beyond the text asa sequene of haraters and that is related to its meaning, sense and ontent, isnowadays either aompanied with extreme diÆulties (e.g., mahine translation),or still remains outside the realm of automation.Obviously, many diÆulties, whih arise during the development of softwarefor more sophistiated and more fruitful proessing of this inredibly unorderedheap of data, are aused by the fat that most of the information on the Internet isexpressed in natural language (of ourse, not only on the Internet; let us ite from[�Cerm�ak{99℄: \Most of information about anything is to be found in language;1



2 CHAPTER 1. INTRODUCTIONthere are, in fat, very few areas of human life based to a higher degree on non-verbal symbols."). The perspetive of having tehnology that \understands" (i.e.,an work with the meaning of) natural language, at least to some limited extent,is then more than a suÆient motivation for omputer siene to ooperate withlinguistis.We an look at natural language also from the viewpoint of arti�ial intel-ligene. For example, Turing's well-known and broadly disussed imitation testof \thinking mahines" impliitly presumes a possibility of a man-mahine om-muniation in natural language; he mentioned even questions onerning poetry.Therefore, if there is a way to reate whatever we ould all not only arti�ial butalso intelligent aording to his de�nition, then it must ontain \natural languagetehnology" as one of its ornerstones.I believe that the growing availability of sophistiated and rihly annotatedlanguage data|espeially those ontaining a semanti annotation|will be a mile-stone in AI, similarly as the data preisely measured and arefully olleted byTyho de Brahe played a key role for Johannes Kepler's disovery of the funda-mental laws of astrophysis. And if not a milestone, then at least the next steptowards the elusive horizon desribed by Allan Turing: \One day ladies will taketheir omputers for walks in the park and tell eah other `My little omputer saidsuh a funny thing this morning!' "One of the onditions for serious researh in the domain of Natural LanguageProessing is the availability of language resoures. This term stands for sets oflanguage data and desriptions in mahine proessable form, used for building,evaluating or operating natural language and speeh systems. In this thesis, Iattempt to partiipate in the building of a spei� language resoure, namely thePrague Dependeny Treebank.1.1 Aim of the thesisThe Prague Dependeny Treebank (PDT) is a researh projet aimed at a omplexannotation of (i.e., the addition of seleted linguisti information to) a part of theCzeh National Corpus (eletroni olletion of Czeh texts from seleted soures).The annotation sheme of the PDT was developed by the researh team of the



1.2. SUMMARY 3Institute of Formal and Applied Linguistis1, Faulty of Mathematis and Physis,Charles University, Prague, and onsists of three layers of annotation: morpholog-ial, analytial and tetogrammatial. On the tetogrammatial level, annotatedsentenes are represented in the form of a spei� kind of dependeny tree, a so-alled tetogrammatial tree struture (TGTS), where every autosemanti wordhas its own node ([BPS{99℄, [BH{99℄).Eah node is annotated with its tetogrammatial funtion (funtor) that rep-resents its linguisti meaning within the sentene, e.g., ator, patient, addressee,prediate, di�erent types of spatial and temporal irumstanials, means, manner,modality, extent, onsequene, ondition, aim, appurtenane, et.Most of the funtors have to be assigned manually, word after word, senteneafter sentene. The huge amount of labor involved in manual annotation (the PDTontains more than 26 thousand sentenes) obviously slows down the growth of thePDT on the tetogrammatial level. Therefore, dereasing the amount of manualannotation has been the motivation for developing a more omplex system for theAutomati Funtor Assignment (AFA) desribed in this thesis.1.2 SummaryIn Chapter 2, I briey summarize a few basi notions from the domains of NaturalLanguage Proessing, Corpus Linguistis and Mahine Learning. They are not astandard part of a omputer sientist's eduation, but they are indispensable forthe work on the topi of this thesis.Chapter 3 desribes the Prague Dependeny Treebank. The reader is giveninformation about the soure and the amount of the textual data involved. Theannotation priniples and the meaning of the annotation on all three levels aredesribed in more detail, examples of tree strutures are presented.In Chapter 4, more areful formulation of the AFA task is given and the initialsituation before starting the work on the AFA is desribed. The minimal amountof information that is suÆient for the orret funtor assignment is disussed.Further, the data preproessing is explained and the available training and testingmaterial is mentioned.In Chapter 5 all the methods inorporated into the AFA system are shown.1http://ufal.mff.uni.z



4 CHAPTER 1. INTRODUCTIONNamely, the methods based on ditionaries, rules, nearest vetor, and mahinelearning. Then I sketh several alternative approahes that have not been imple-mented yet, or have only been implemented partially so far.Chapter 6 onerns the implementation details of the AFA realization. Thedesription of how to extend the urrent AFA system is inluded.In Chapter 7 measurements of the performane of the developed system arepresented and evaluated.Chapter 8 ontains onlusions, a disussion of the obtained results and anoutline of future improvements.



Chapter 2Prerequisities2.1 Natural Language ProessingThe simplest way to eluidate what the Natural Language Proessing (NLP) areaurrently overs is to enumerate several possible examples of NLP appliations:1� Text databases and information extration: �nding appropriate doumentsin response to user-queries from a database of texts.� Mahine translation: translating douments from one (natural) languageinto another with the help of a omputer.� Text summarizing: extrating the most important information from largetexts.� Text editors: a thesaurus or a system for orretion of typing or grammatialerrors are useful assistents during a text preparation.� Automati doumentation drafting: automati generation of texts from un-derlying ontent representation (possibly in multiple languages simultane-ously), e.g. [KK{99℄.� Man-mahine ommuniation: voie ommuniation for ontrol of a ma-hine, automated ustomer servie over the telephone et.� Human-human ommuniation: omputer aids for people with disabilities.The development of appliations like these pro�ts from having olletions ofnatural language data at their disposal both for researh and testing.The attrativeness of many branhes of NLP signi�antly inreases in the ageof Internet. Most of the information aessible on the web onsists of text in1A more detailed desription an be found, e.g., in [Allen{95℄ or [Strossa{99℄.5



6 CHAPTER 2. PREREQUISITIESnatural language (usually in English), but its enormous amount is far beyond thelimits of the \text proessing potential" of a human.After the invasion of omputers into every-day life, many NLP appliationshave beome of pratial importane. However, this should not overshadow NLP'sposition in the sienti� world.NLP is a markedly interdisiplinary domain. The ore aademi disiplinefoused on omputer-based NLP is usually alled omputational linguistis (CL).Broadly speaking, the aim of CL is to develop omputational models of naturallanguage generation and understanding. But in order to build a omputationalmodel of language, several other disiplines need to ooperate. They are espeially:� \lassial" linguistis, psyholinguistis, soiolinguistis, ognitive siene� philosophy� mathematis� omputer siene� arti�ial intelligeneNatural language and its strutures are usually viewed at several levels. In[Allen{95℄ the following levels of language desription are distinguished:21. Phoneti and phonologial knowledge onerns how words are related to thesounds that realize them.2. Morphologial knowledge onerns how words are onstruted from morebasi meaning units alled morphemes.3. Syntati knowledge onerns how words an be put together to from orretsentenes and determines what strutural role eah word plays.4. Semanti knowledge onerns what words mean and how these meaningsombine in sentenes.5. Pragmati knowledge onerns how sentenes are used in di�erent situationsand how use a�ets the interpretation of the sentene.6. Disourse knowledge onerns how the preeding sentenes a�et the inter-pretation of the next sentene.2These distintions are a matter of ontinuing debate.



2.2. CORPUS LINGUISTICS 77. World knowledge inludes general knowledge that the language users musthave in order to maintain onversation.2.2 Corpus LinguistisWhen reating, justifying or falsifying their hypotheses, linguists work with di�er-ent information soures: their intuition, introspetion, experiments, observation,orpora. The term orpus stands (on the most general level) for a olletion ofreords of authenti usages of natural language. It is the material baseline whihserves for the linguisti analysis and desription, both of the written and spokenlanguage ([�Sul{99℄).It is natural to prefer to aquire information about language use diretly fromnaturally ourring text instead of using introspetion or intuition. Moreover,some new phenomena, whih were not desribed nor observed yet, an be disernedduring work with large orpora. Corpora serve as a material soure not only forlinguistis, but also for researh areas dealing with human thinking or ulture.Therefore, the impat of orpora on linguistis (and other sienes) is steadilygrowing. Or in the words of Franti�sek �Cerm�ak([�Cerm�ak{99℄):At the turn of the entury, linguistis is more and more dependent onorpora; at the same time it is evident that orpora beome a primarysoure of information.On the other hand, it an be supposed that there are still some linquists whoresist the \orpus hallenge", and are therefore sometimes alled \armhair lin-guists", thus being the opposition to orpus linguists. Fillmore's smart ariaturesof both groups an be found in Appendix A, the \problem" has been disussedalso in [Lager{95℄.Not surprisingly, most orpora have been developed for English, e.g., the BrownCorpus, the British National Corpus, and the Penn Treebank. In order to get afeeling about the amount of text in ontemporary orpora, let us mention thattheir size is measured in the order of hundreds of millions of words. Most Europeanlanguages have some sort of a orpus already as well, even if just a small one.Nowadays, due to the prevalene of eletroni orpora, the term orpus isused nearly exlusively for an eletronially stored and omputer-readable text



8 CHAPTER 2. PREREQUISITIESolletion. Some more detailed requirements for the size or the representativenessan also be spei�ed.Corpora an be lassi�ed with respet to several riteria:� orpora of one language versus parallel orpora, i.e., ontaining orrespond-ing texts in more languages (e.g., [Erjave-Ide{98℄),� diahronous orpora reet a language in a longer epoh, synhronous or-pora maintain only suh a time period with no signi�ant language hanges,� orpora of spoken or written language,� orpora ontaining texts of partiular genre(s).The ontent of ontemporary orpora is usually not only plain text; the textis enrihed by annotation. Note that the goal of this thesis|automati funtorassignment|is nothing else than adding a spei� type of annotation. Karel Palade�nes annotating in [Pala{99℄ as follows:Annotating onsist of adding seleted linguisti information to an ex-isting orpus of written or spoken language. Typially, this is done bysome kind of oding being attahed (semi)automatially or manuallyto the eletroni representation of the text.For di�erent purposes there are di�erent types of annotation, for instane:� morphologial tagging adds the part of speeh spei�ation (POS) and mor-phologial ategories (gender, number, ase, tense . . . ),� parsing adds syntatial tags that usually represent tree strutures of sen-tenes,� tagging of anaphori relations,� prosodi tagging.When annotating text in order to apture more ompliated phenomena (e.g.,annotation on the semanti level), the output is biased by the involved theory. Thisis also the ase with the tetogrammatial annotation onerned in this thesis.The next setion will be devoted to Mahine Learning, sine it is frequentlyused for orpus annotation.



2.3. MACHINE LEARNING 92.3 Mahine LearningLearning an be viewed as the aquisition of new knowledge, improving perfor-mane with pratie, hanging behaviour due to experiene ([RL{95℄). Mithel'sde�nition of mahine learning is this: \a omputer program learns if it improvesits performane at some task through experiene."Mahine learning (ML) an be used for lassi�ation and predition tasks,planning, problem solving, knowledge disovery et. Learning an be either sym-boli or sub-symboli. In the former ase, the learned knowledge is representedin some formalism, e.g., deision trees. In the latter ase, the derived knowledgedoes not have the form of symboli desriptions that are easily understandable tohumans, e.g., weight vetors in neural networks, binary hromosomes in genetialgorithms.One of the ML strategies is indutive onept learning ([LD{94℄). Indutiveonept learning means deriving general lassi�ation rules (onept desriptions)from the desriptions of instanes (positive examples) and non-instanes (nega-tive examples) of the onept to be learned, if it is the ase of single oneptlearning. In the ase of multiple onept learning, the onepts are usually namedlasses. Instead of having only positive and negative examples, the instanes anbe lassi�ed into more lasses.ML an be either supervised or unsupervised:� in supervised learning, we have a training set of instanes whose lassi�ationis known (the training set orresponds to the experiene mentioned above),� in unsupervised learning, the lassi�ation within the training set is unknownbefore learning.During the ML proess, we an pro�t from having a priori knowledge about theonepts whih we have before the learning. This knowledge is alled bakgroundknowledge.ML an be either inremental or non-inremental:� inremental learning an improve its performane step by step, as the train-ing set grows,� non-inremental learning learns from the whole training set at one; if somenew examples ome, the learning must start from beginning.



10 CHAPTER 2. PREREQUISITIESQuinlan's ML system C4.5 that will be employed in this thesis, is a member ofthe family of TDIDT learning systems (Top Down Indution of Deision Trees).The knowledge learned by these systems is represented in the form of deisiontrees.



Chapter 3The Prague Dependeny TreebankThe Prague Dependeny Treebank, whih has been inspired by the ativities re-sulting in the Penn Treebank, is a researh projet aimed at a omplex annotationof (a part of) the Czeh National Corpus (CNC) ([BH{99℄).The Prague Dependeny Treebank (PDT) is based on a sheme of annotationdeveloped by the researh team of the Institute of Formal and Applied Linguistis,Faulty of Mathematis and Physis, Charles University, Prague. The annotationproedures are formulated with the aim to redue the manual work of the annota-tors to a minimum, while adding to the raw text as reliable linguisti informationas possible.The PDT omprises three layers of annotation:1. The morphemi layer with about 3000 morphemi tag values; a tag is as-signed to eah word form of a sentene in the orpus.2. The analyti tree strutures (ATSs) with every word form and puntuationmark expliitly represented as a node of a rooted tree, with no additionalnodes added (exept for the root of the tree of every sentene) and with theedges of the tree orresponding to (surfae) dependeny relations.3. The tetogrammatial tree strutures (TGTSs) orresponding to underlyingsentene representations.The tetogrammatial level annotation is based on the framework of FuntionalGenerative Desription (FGD) as developed within the Prague Shool of Linguis-tis by Petr Sgall and his ollaborators sine the beginning of the 1960's (e.g.,[SHP{86℄). The following setion ontains only a very rough sketh of some basiFGD notions, the reader an �nd a better explanation in [SHP{86℄, [Kruij�{98℄and the literature quoted there. 11



12 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK3.1 Funtional Generative DesriptionFGD is a strati�ational approah to the systemati desription of language, show-ing the main priniples and properties of a language from the perspetive of severalsequentially related strata. A linguisti funtion at one stratum is realized by aform in the next lower stratum, in this order:1. Deep struture, or tetogrammatial representation2. Morphonemis3. Phonemis4. PhonetisA speaker's utterane is then supposed to be generated as follows. The speakerhas a deep struture of the information he/she wants to onvey. Then, on thestratum of morphemis, the surfae struture, oneived as a sequene of strings,is formed. Its elements are subsequently transformed to the phonemis and �nallyto the phonetis level.In FGD, speial attention is paid to the following features of natural language:1. Dependeny relations (they are disussed later in this hapter).2. Coordination and apposition, whih arise when two or more entities areviewed as a whole, are represented as one more omplex struture. For ex-ample, in the sentene \D�evenka �St�est�� a Ml�adene �Zal st�ali mi za z�ady . . . ",the subjet onsists of two parts that modify the verb \st�ali" together.3. Contextual boundness and nonboundness make distintion between what thespeaker presents as reoverable from the preeding ontext, and what is new(modifying).4. Deep word order represents the ordering of dependeny relations within thetetogrammatial strutures, losely related to ontextual (non)boundness.5. Grammatial oreferene, e.g., the relation of a relative pronoun to an an-teedent noun (\Yesterday I saw a girl who played the violin.).



3.2. THE TEXTUAL DATA PROVIDED BY THE CZECHNATIONAL CORPUS13ta��� se trohu vybavit , <nanosit> kupu list�� a sena - j�a hoie Ka�zd�y mistr by se m�el <honosit> n�ejak�ym rekordem �i jedinan�n�� t��sni by m�ely d��t�e <donosit> . Bezv�yhradn�a povinnost p�� hladov�en�� bude shopna <donosit> plod . Mimohodem i u souev��tan�e t�ehotenstv�� tzv. <donosit> a d��t�ete se vzd�at ve prosm�z sed��me , nepostavil . <Vynosit> tuny kamen�� na z�adeh , tbyl v nebezpe��� a nad�eje <donosit> d��t�e �z�adn�a . Jeden ve�er6 - �Zivit mate�r . ml�ekem <Nanosit> 57 - Ukon�it l�et�an�� 58 -odstatn�e v�et�s�� a m�u�ze se <honosit> �radou �utyhodn�yh p�r��vlasvy , v pokoji nekou�rit , <nenosit> dom�u alkohol . Dodr�zovatve m�est�e , kter�e se m�elo <honosit> jen sv�ym " d�elnik�ym hnutFigure 3.1: Response from the CNC for the querry .+nosit3.2 The textual data provided by the Czeh National CorpusThe Czeh National Corpus, now ontaining more than a 100 million runningwords, is being built sine 1994 at the Institute of the Czeh National Corpus(ICNC) at Charles University in Prague, Czeh Republi. The goal of the projet isto reate and ontinuously update a representative textual basis of several hundredmillion running words whih would meet both the sienti� and general ulturalneeds of its prospetive users. The ore of the system is, of ourse, its synhronipart onsisting of ontemporary texts: journalisti and tehnial texts sine 1990,prose and poetry sine 1960 ([�Cerm�ak{99℄).A sample of this orpus, about 20 million running words, is aessible on theInternet at URL http://unk.ff.uni.z. For example, Fig. 3.1 shows a partof the response obtained from this Internet interfae to the query .+nosit (i.e.,�nd the ourrenes of the words with the suÆx \nosit").The CNC ontains also morphosyntati tagging, whih is freely available forresearh purposes.For the PDT purposes, a subset of the textual data was seleted from the CNCas follows ([Haji�{98℄):� general newspaper artiles, inluding but not limited to politis, sport, ul-ture, hobby (newspapers Lidov�e noviny and Mlad�a fronta) { 40 %



14 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK� eonomi news and analysis �Ceskomoravsk�y pro�t { 20 %� popular siene magazine Vesm��r { 20 %� information tehnology texts { 20 %.This sample ontains alltogether 456 705 tokens (both words and puntuationmarks) in 26610 sentenes. This data was divided into 576 �les, eah ontainingup to 50 sentenes.3.3 Three levels of the PDTThe Prague Dependeny Treebank has a three-level annotation struture. Fullmorphologial tagging is available at the lowest level. The middle level providessyntati annotation using dependeny syntax; it is alled the analytial level. Thehighest level of annotation is the tetogrammatial level, or the level of linguistimeaning [Haji�{98℄.

Figure 3.2: The layered struture of the PDT3.3.1 Morphologial annotation levelOn the morphologial level, a morphologial tag and a lemma is assigned toeah word form in the input text, the annotation ontains no syntati struture([Haji�{98℄).



3.3. THREE LEVELS OF THE PDT 15I am going to desribe the notation of the morphologial tagging in detail here,beause its understanding will be important later, namely for the disussion of datapreproessing (in partiular, feature seletion and extration) in Setion 4.5.A morphologial tag is a string onsisting of two parts:� pre�x, part of speeh (noun, adjetive, pronoun, numeral, verb, adverb,preposition, onjuntions, partiles), and possibly some more detailed spei-�ation (e.g., pronouns an be personal, reexive, possessive, inde�nite . . . )� suÆx, spei�ation of tag variables.There are six tag variables orresponding to the following morphologial at-egories:1. number (abbreviation n), possible values are singular (in the morphologialtag denoted as S), plural (P), dual (D), both, or speial ombination (X)2. ase (), possible values are nominative (1), genitive (2), dative (3), a-usative (4), voative (5), loative (6), instrumental (7), underspei�ed value(X)3. gender (g), possible values are masuline animate (M), mas. inanimate (I),feminine (F), neuter (N), any (X), masuline M or I (Y), not masuline (H),not masuline, but in speial ombinations only (Q), mas. inanimate orfeminine (T), not feminine (Z), not masuline inanimate, not feminine (W)4. degree of omparison (d), possible values are positive (1), omparative (2),superlative (3)5. person (p, f), possible values are �rst (1), seond (2), third (3), underspei�edvalue (X)6. negation (a), possible values are aÆrmative (A), negated form (N).Examples of morphologial tags:� the tag for a verb in indiative mood and present tense is of the form VP-npa. For the word form �teme (we read) the tag variables (in this ase onlynumber, person, negation) are to be �lled like this: VPP1A (i.e., plural, �rstperson, aÆrmative),



16 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK� noun: Ngna, hrohovi (to a hippotamus, singular number, dative ase, ani-mate gender) NMS3A� reexive possessive pronoun: PRSgn� ordinal numeral: CRgn� adverb: DB (there is no further spei�ation of morphologial ategories,i.e., no variables)� preposition: RCzeh is an inetionally rih language (namely, there is a rih set of suÆxes),therefore the full tag set ontains urrently as many as 3030 tags.The Standard Generalized Markup Language (SGML) is used for the anno-tation on the morphologial level. An example of a SGML tagged sentene isin Figure 3.3. Eah ontains one token (a word or a puntuation mark) fromthe annotated text. The element starting with the unpair tag <MMl> ontainsan automatially assigned lemma. The element starting with MMt ontains themorphologial tag.1A segment of the Type De�nition (DTD) �le that is related to the morpholog-ial annotation is given in Figure 3.4.3.3.2 Analytial annotation levelDuring the transformation of a sentene from the morphologial to the analytiallevel, the orresponding linear sequene of words and puntuation marks is en-rihed with a dependeny struture representing the given sentene. Eah nodeof the struture is assigned with a so alled analytial funtion. This struture isalled an analyti tree struture (ATS).Dependeny strutureThe basi priniples of the dependeny struture at the analytial level within thePDT an be formulated as follows ([Haji�{98℄):1Warning: distinguish between an SGML tag and a morphologial tag. A morphologial tagis an element in the terminology of the SGML, not the SGML tag!



3.3. THREE LEVELS OF THE PDT 17<s id=mpr9415:025-p19s2/b14zua.fs/#18><f ap>Ty<MMl>ty<MMt>PP2S1<MMt>PP2S5<MMl>ten<MMt>PDFP1<MMt> ...<f>maj��<MMl>m��t<MMt>VPP3A<A>Pred<r>2<g>0<f>pak<MMl>pak<MMt>DB<A>Adv<r>3<g>2<f>n�ekdy<MMl>n�ekdy<MMt>DB<A>Adv<r>4<g>2<f>takovou<MMl>takov�y<MMt>AFS41A<MMt>AFS71A<A>Atr<r>5<g>6<f>publiitu<MMl>publiita<MMt>NFS4A<A>Obj<r>6<g>2<D><d>,<MMl>,<MMt>ZIP<A>AuxX<r>7<g>8<f>�ze<MMl>�ze<MMt>JS<A>AuxC<r>8<g>6<f>to<MMl>ten<MMt>PDNS1<MMt>PDNS4<A>Sb<r>9<g>13<f>doty�nou<MMl>doty�n�y<MMt>AFS41A<MMt>AFS71A<A>Atr<r>10<g>11<f>kanel�a�r<MMl>kanel�a�r<MMt>NFS1A<MMt>NFS4A<A>Obj<r>11<g>13<f>praktiky<MMl>praktiky<MMt>DG1A<A>Adv<r>12<g>13<f>zlikviduje<MMl>zlikvidovat<MMt>VPS3A<A>Obj<r>13<g>8<D><d>.<MMl>.<MMt>ZIP<A>AuxK<r>14<g>0Figure 3.3: A segment of a SGML tagged sentene.: \Ty maj�� pak n�ekdy takovoupubliitu, �ze to doty�nou kanel�a�r praktiky zlikviduje." (The seond line is short-ened.)� the analytial struture of the sentene is an oriented, ayli graph withone entry node; the nodes of the tree are annotated by omplex symbols(attribute-value pairs),� the number of nodes of the graph is equal to the number of words in thesentene plus one for the extra root node.In a dependeny tree (see an example in Figure 3.5 (b)), the position of theword with respet to the vertial axis orresponds to the dependeny relationamong words in the sentene. For eah edge, the upper word is governing andthe lower one is depending (it ompletes, modi�es, alters the upper word). Thedi�erene between analyti (surfae) and tetogrammatial (\real") dependenystrutures will be disussed later in this hapter.



18 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK<!ELEMENT MMl - O (#PCDATA & R? & E? & e? & T* & MMt*)-- lemma (base form), desription see the l tag;mahine assigned (by a morphologial analysis program),NOT disambiguated--><!ELEMENT MDl - O (#PCDATA & R? & E? & e? & T* & MDt*)-- lemma (base form), desription see the l tag;mahine assigned (by a tagger), disambiguatedif more than 1: n-best-->. . .<!ELEMENT MMt - O (#PCDATA)-- morphologial tag(s) as assigned by morphology,NOT disambiguated--><!ELEMENT MDt - O (#PCDATA)-- morphologial tag(s) as assigned by mahine, disambiguated,possibly also with weight/prob; if more than 1: n-best-->Figure 3.4: A segment from the Doument Type De�nition File whih orrespondsto the morphologial annotation.For the sake of omparison, let us reall the other possibility of depitingthe syntati struture of a sentene. It is alled a derivation tree (e.g., in[Melihar{97℄) and it is related to a view of formal grammars going bak at leastto Chomsky's work in the 1950's. An example of a derivation tree is in the Figure3.5 (a).The key di�erene between dependeny and derivation tree strutures is thatthe former represent the produt of the derivation, while the latter represent thederivation history. Dependeny trees also diretly reet the head/dependentbinary relations (head/dependent asymmetry) between lexial elements, whihmakes them loser to the semanti struture than the traditional derivation treesin whih this asymmetry is not reeted.Analytial funtionAn analytial funtion determines the relation between the dependent node and itsgoverning node, or, in other words, the funtion of the dependent node with respet



3.3. THREE LEVELS OF THE PDT 19

Figure 3.5: Derivation and dependeny tree of the sentee \Beautiful girls live inBohemia".to its governing node. The name of the node attribute bearing the analytialfuntion is afun.Let us mention several possible values of afun:� Pred, prediate if it depends on the tree root� Sb, Subjet� Obj, Objet� Adv, Adverbial� Atr, Attribute� Pnom, Nominal prediate's nominal part, depends on the opula \to be".The representation of the sentene at the analytial level an be again storedin SGML format. In Figure 3.6 there is the orresponding segment of the DTD�le.Now, the reader an look at the segment of a SGML tagged sentene in Fig.3.7 with deeper understanding.An example of the analytial tree struture is depited in Figure 3.8 (a).



20 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK<!ELEMENT A - O (#PCDATA)-- analytial (syntati) funtion manually assignedto the word formin the f tag; for allowed list see annotator's guidelinesat fairway.ms.mf.uni.z / Projets / Treebank / guide--><!ELEMENT MDA - O (#PCDATA)-- analytial (syntati) funtion(s) as assigned by mahine,disambiguated, possibly with weight; if more than 1: n-best-->. . .<!ELEMENT g - O (#PCDATA)-- governing node on the analytial level. For desriptionse also annotator's guidelinesat fairway.ms.mf.uni.z / Projets / Treebank / guide.Text ontents points to idential r elsewhere in thesame sentene. Pointer to node 0 is allowed - it isthe artifiial root node added to eah senteneannotated on the analytial level.This is the manually assigned gov. node.Figure 3.6: A segment from the Doument Type De�nition File whih orrespondsto the morphologial annotation.3.3.3 Tetogrammatial annotation levelThe annotation on the tetogrammatial2 level results in so alled tetogrammatialtree strutures (TGTS). If an ATS reets the surfae syntati struture, then aTGTS orresponds to the underlying sentene representation.The transition from the ATSs to the TGTSs (desribed by B�ohmov�a andHaji�ov�a in [BH{99℄) onsists of two phases:1. automati pre-proessing,2. manual orretion and the ompletion of the results of the �rst phase usinguser-friendly software.During the transition from ATSs to TGTSs, the topology of the tree is slightly2Both halves of the word \tetogrammatial" are of Greek origin: ����!� means builder,onstrutor, %���� means letter. The term \tetogrammatial representation" was introduedby H.B. Curry as the representation signifying how expressions represent proess of onstrution.



3.3. THREE LEVELS OF THE PDT 21<f>maj��<MMl>m��t<MMt>VPP3A<A>Pred<r>2<g>0<f>pak<MMl>pak<MMt>DB<A>Adv<r>3<g>2<f>n�ekdy<MMl>n�ekdy<MMt>DB<A>Adv<r>4<g>2<f>takovou<MMl>takov�y<MMt>AFS41A<MMt>AFS71A<A>Atr<r>5<g>6<f>publiitu<MMl>publiita<MMt>NFS4A<A>Obj<r>6<g>2<D>Figure 3.7: A segment of a SGML tagged sentene. The analytial funtion isbold-faed.hanged. For example, synsemanti words (funtional words, nodes \without theirown meaning"), e.g., prepositions, auxiliaries, subordinating onjuntions, as wellas puntuation marks, are pruned, i.e., they do not have their own node in TGTS,but they are aptured in the attributes of the remaining nodes representing theautosemanti words.The transition from ATSs to TGTSs involves also the assignment of the te-togramatial funtion|so alled funtor, to every node in the tree. Funtors arethe tetogrammatial ounterparts to the analyti funtions.There are approximately 60 funtors divided into two subroups:3� atants : ACTor, PATient, ADDRessee, EFFet, ORIGin� free modi�ers: TWHEN (time-when), LOCation, EXTent, BENe�iary,MEANS, ATTribute . . .Atants are the basi partiipants in the sentene, they are usually dependenton the verb node. The atants play a role of (often obligatory) \parameters" ofthe governing node. Among the nodes with a ommon governing node, there anbe at most one atant of eah type (e.g., there an be maximally one Ator in asentene, though it an be expressed by oordination ontaining more words).Free modi�ers (irumstantials) desribe modi�ations of the governing node.There an be more nodes with the same funtor sharing the same governing node.3Authenti examples of the usage of funtors an be found in Appendix B.



22 CHAPTER 3. THE PRAGUE DEPENDENCY TREEBANK(a) Analytial tree struture

(b) Tetogrammatial tree struture

Figure 3.8: Analytial and tetogrammatial tree strutures of the sentene\Slovo \elita" se ov�sem v �Ceskoslovensku st�ale je�st�e h�ape trohu pejorativn�e, jakopodez�rel�a kategorie samozvan�e privilegovan�yh. . . " (The word \elite", however, inCzehoslovakia still is understood a little pejoratively, as a suspiious ategory ofself-appointed privileged people. . . )For instane, the sentene \In Bulgaria we lived in tents" an be analyzed asontaining two spatial irumstantials LOC, both dependent on the node \lived".



3.3. THREE LEVELS OF THE PDT 23The reader an ompare the analytial tree struture in Figure 3.8 (a) with theorresponding tetogrammatial tree struture in Figure 3.8 (b). More examplesan be found in Appendix C.
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Chapter 4Automati Funtor Assignment: ProblemAnalysis and Data PreproessingPresently, the proedure of B�ohmov�a et al. [BPS{99℄ solves automatially thetopologial onversion and the assignment of a few funtors (e.g., ACT, PAR,PRED) during the transition from ATSs to TGTSs. However, most of the fun-tors have to be assigned manually. The amount of labor involved in the manualannotation obviously slows down the growth of the PDT on the tetogrammatiallevel. Dereasing the amount of manual annotation has been the motivation fordeveloping the more omplex automati funtor assignment (AFA) system, thedesription of whih forms the ore of this diploma thesis.4.1 Formulation of AFA problemSupposing that the topologial onversion of the ATS towards the TGTS has beendone, the aim of the AFA is to attah a funtor to every node of the tetogram-matial tree struture (or to as many as possible).Sine there is only a �nite set of possible funtors and all of them are known1 inadvane, we an formulate the problem of the AFA as the lassi�ation of TGTS'snodes into 60 lasses.In order to reate a system whih would be really helpful to human annotators,it has to ful�ll several requirements:� as many funtors as possible should be assigned orretly,� it must run in a reasonable CPU time, without any speial hardware,1The question of what is the ideal set of funtors has probably not been ompletely losedyet, but no onsiderable hanges ourred during the period of my work on this projet.25
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Figure 4.1: The position of the AFA system within the PDT projet.� it must be easy to apply, requiring no human interation during the runtime,� it must make use of the bakground knowledge and all available data soures,� it must be open, i.e., the amount of work for integrating new omponents orsoures in the future should be minimized.4.2 Initial situationLet us briey desribe the situation in whih the development of the AFA systemstarted:� No general unambiguous rules for funtor assignment are available, humanannotators use mostly only their language experiene and intuition. We annever reah 100 % preision of the AFA system sine even the results ofindividual annotators sometimes di�er.2� The annotators usually deide on the basis of the whole sentene ontext, andpossibly even extra-sentential ontext. It was not measured how often it is2This observation shows that the distintions among the existing funtor lasses is probablynot suÆiently sharp. When lassifying the nodes into the funtor lasses, we should keep inmind Wittgenstein's aphorism: \To remove vagueness is to outline the penumbra of a shadow.The line is there after we have drawn it, and not before."



4.2. INITIAL SITUATION 27really unavoidable to onsider the full ontext and how large this ontextmust be. For the realization of the AFA system, it is pratial to minimizethe size of the ontext taken into aount.� Preliminary measurements revealed that the distribution of funtors is ex-tremely non-uniform. The 15 most frequent funtors over roughly 90 % ofnodes (Figure 4.2). Conversely, there are hardly any examples for the rarestfuntors.� It would be very time onsuming to test the performane of the AFA systemon randomly seleted ATSs and �nd errors manually. Fortunately, we anuse the ATSs for whih manually reated TGTSs are already available forinitial tests, annotate them automatially and ompare the results with themanually annotated TGTSs.� The available TGTSs ontain imperfet data. Some errors are inheritedfrom ATSs, and funtor assignments are in some ases ambiguous (nodeswith more than one funtor) or inomplete (some nodes have no funtoryet). This again means that a 100% overage annot be obtained.� The set of available TGTSs is too small. It annot be viewed as a repre-sentative sample of the Czeh language, many language phenomena do notour in it at all.3� There is no tag for idiomati expressions in PDT yet, therefore they annotbe automatialy extrated and analyzed now. For instane, the noun \do-brota" in \sekat dobrotu" (lit. \to make good", \to behave well") an not beviewed as a Patient, although it is a noun in ausative that is dependenton the verb in the ative voie.3But this is the deal of orpus linguists, they have to live with permanent doubts about theorpora. Let us ite the headlong attak of Noam Chomsky: \Any natural orpus will be skewed.Some sentenes won't our beause they are obvious, others beause they are false, still othersbeause they are impolite. The orpus, if natural, will be so wildly skewed that the desriptionwould be no more than a mere list." ([AA-91℄).
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Figure 4.2: The distribution of funtors is nonuniform.4.3 GranularityIf a program is to deide what the orret funtor of a node is, it must be providedwith suÆient information for suh a deision. Naturally, from the implementationpoint of view it is desirable to minimize the amount of the required information.The question of what suh a minimal suÆient amount of information is, deom-poses into two subquestions:� what is the minimal neessary size of the neigbourhood of the node in thetetogrammatial tree struture (the minimal tree ontext) whih suÆesfor a unique determination of the funtor, and� what kind of information (whih node attributes) ontained in the minimaltree ontext has to be taken into aount, and what an be negleted.The �rst subquestion resembles the problem known from the area of parallelprogramming: how large \piees" of the task an be solved separately; that is whyI use the term granularity here as well.I have already mentioned that the human annotators always analyze the entiresentene (and this is also the trivial upper bound of a ontext size, see Figure4.3 (a)), without thinking of any subdivision into subtrees. But when trying
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Figure 4.3: The minimal ontext of a node U.to assign the funtors automatially, we would have extreme diÆulties with animplementation of suh an approah, sine:� there is no justi�able natural limit for the size of a TGTS (measured by thenumber of nodes),� there are nearly no limitations on the topology of the TGTSs.The topology an be both very \at" or very \deep". Many irumstanialsmight depend on one verb node, the sentene \she surely goes with Peter to theinema today at eight" ontains 5 o�springs of the node orresponding to \goes".On the ontrary, natural language an form pretty deep trees, for instane due toits reursive nature: \the hair whih was produed in a fatory that employs 200workers who are . . . ".A further motivation for the e�ort to minimize the neessary ontext is basedon the intuitive expetation that the mutually very distant nodes in the TGTS donot inuene one another.The trivial lower bound of the ontext size is only the node itself (Figure4.3 (b)). This is obviously not enough. The node ontaining the expression \pooti"/\after father" (let us reall that the preposition has been merged into theautosemanti node), an our with at least three di�erent funtors, dependingon the ontext:



30 CHAPTER 4. PROBLEM ANALYSIS, DATA PREPROCESSING1. \P�ri�sel po oti." (\He ame after the father."), time irumstanial TWHEN,2. \Jmenuje se po oti." (\He is named as the father."), the funtor NORM,3. \Zd�edil majetek po oti." (\He inherited the property from the father."), thefuntor HER.Another possible immediate ontext onsists of the neigbouring nodes of a nodeto be assigned in the TGTS, i.e., its mother, its sibling(s), and its daughter(s),if any. Clearly, the governing node annot be omitted when deiding about theorret funtor as it was proved in the example above. On the other hand, it isvery diÆult to �nd an example where the knowledge of a hild node is essential.Although it is evident that the depending nodes alter the meaning of the nodeitself, the hange is mostly not so signi�ant to make the value of the funtorattribute rossing the border between funtor lasses. Therefore I will neglet theimpat of the depending nodes.4Sine I do not suppose that the nodes with depth (the distane from the root)di�ering at least by two from the depth of a given node, are of any onsiderableinuene of the funtor, the last deision remains. Do the siblings of the given node(i.e., the nodes with the ommon governing node) bear any essential information(Figure 4.3 ())? This is not the ase, or at least not frequently (I did not �ndany example of suh a situation).The onlusion is that the only two inevitably remaining nodes are the nodeitself and its governing node (Figure 4.3 (d)). In other words, the attributes of thenode itself and of its parent (mostly) provide a suÆient amount of informationfor the funtor assignment of the former one.4To be sinere, I have to admit I have later found several expressions, whih I suspet of beingounterexamples. For instane, the funtor of the node \v �useku" an be either TWHEN in aseof \v �useku �zivota" or LOC in \v �useku d�alnie", thus being inuened by the depending node. Inspite of the fat that suh a situation is in the Manual for annotators ([Manual2℄) solved using aspeial type of prepositions (e.g., v pr�ub�ehu �eho/during the proess of something) and thereforethey do not have a node of their own in TGTS, one ould probably �nd suh a sentene wherethe knowledge of the dependent node would be important for funtor assigning and it annot belassi�ed as a speial preposition.



4.4. FEATURE SELECTION AND EXTRACTION 314.4 Feature seletion and extrationNow, let us return to the seond subquestion from the beginning of the previoussetion: what kind of information from the minimal ontext (whih attributes ofthe nodes in the ontext) has to be taken into aount. Sine during the analytialand morphologial tagging, more than twenty attributes an be attahed to everynode, the seletion of the most informative ones (feature seletion) has to be done.I seleted the following ten attributes:� for both the urrent node (the node to be assigned) and for its parent: wordform, lemma, full morphologial tag, analytial funtion,� the funtor of the lower node,� the preposition or subordinating onjuntion binding the governing and thelower node.Three more attributes have been extrated from the morphologial tags (fea-ture extration):� part of speeh of both nodes,� ase of the lower node.The funtor attribute has been seleted just for the training and testing pur-poses of the AFA system. It annot be used in the real-world appliation of theAFA system, sine in suh a ase the funtor is obviously unknown.There are formal proedures how to selet the most informative attributes(e.g., in [Kotek et al.{80℄). I have seleted the important attributes more or lesson the basis of my intuitive judgements. Moreover, many attributes whih did notget through the seletion sieve were only of tehnial nature (identi�ers, reservedattributes et.).Altogether, for eah node of the TGTS|exept for the auxiliary root|wehave a vetor of 13 symboli (i.e., not numerial) attributes.The task of the AFA an be now approximated as the lassi�ation of thesevetors with twelve attributes.55The attribute ontaining the tetogrammatial funtion an be used just for the omparisonof results, not as an input for the lassi�ation.



32 CHAPTER 4. PROBLEM ANALYSIS, DATA PREPROCESSING4.5 Data preproessingThe sentenes ontained in the PDT are divided into �les, eah �le has up to 50sentenes represented by trees. To assign funtors to a tree struture means toassign a funtor to eah node in it (exept to the root). For eah node there is aorresponding vetor of symboli attributes. So the �rst preproessing step is totransform eah �le of 50 trees into the sequene of vetors.Besides the 13 attributes obtained by feature seletion and extration, twoadditional attributes are added to eah vetor: the name of the �le where the treeis loated and the ordinal number of the tree within the �le. This is beause onesome phenomenon is observed in the preproessed data, it is useful to know itsloation in the input data.The output �le is in plain text format, eah line ontaining one vetor with 15attributes (separated by a tabulator) in this order:1. The name of the original �le.2. The number of the sentene within the �le.3. The word form ontained in the governing node.4. The lemma of the governing word.5. The full morphologial tag of the governing word.6. The part-of-speeh of the governing node word, extrated from 5.7. The analytial funtion of the governing node.8. The word form of the node to be assigned.9. The lemma of the node to be assigned.10. The morphologial tag of the node to be assigned.11. The part-of-speeh of the node to be assigned, extrated from 10.12. The ase of the node to be assigned, extrated from 10, or zero.13. The preposition or subordinating onjuntion binding the two nodes, or theempty string.
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Figure 4.4: Example of the TGTS for the sentene \Zastavme se v�sak na okam�ziku rozhoduj����ho ustanoven�� nov�e pr�avn�� normy."14. The analytial funtion of the node to be assigned.15. The funtor of the node to be assigned.The seond preproessing step is the elimination of those vetors where thefuntor is not spei�ed or where it is spei�ed ambiguously, for suh data an beused neither for the training nor for the testing of the AFA system.The last preproessing step is the substitution of Czeh aents by the orre-sponding letter without aent followed by undersore.6A sample of the preproessed data is shown in Figure 4.5, it orresponds tothe TGTS in Figure 4.4 (the olumns has been manually aligned for the sake ofbetter readability):4.6 Available material, training and testing setWhen I started working on the AFA, 18 �les with TGTSs were available. Sinemore new �les beome available relatively slowly (in eah �le, hundreds of funtors6This step produes ambiguity of e and u , but it has no (serious) impat on the quality ofassigned funtors. For instane, although the words b�e�zn�e and b�e�zn�e (ommonly/ommon) aretranslated to be z ne , they an be still distinguished using their morphologial tags. Moreover,most of the proposed methods of the AFA do not use the lexial attributes of nodes.



34 CHAPTER 4. PROBLEM ANALYSIS, DATA PREPROCESSINGbb01trz 12 zastavme zastavit1 vmp1a v pred okamz_ik okamz_ik nis4a n 4 na advt fhlbb01trz 12 zastavme zastavit1 vmp1a v pred ustanoveni_ ustanoveni_ nns2a n 2 u adv lobb01trz 12 normy norma nfs2a n atr nove_ novy_ afs21a a 0 atr rstrbb01trz 12 normy norma nfs2a n atr pra_vni_ pra_vni_ afs21a a 0 atr rstrbb01trz 12 ustanoveni_ ustanoveni_ nns2a n adv normy norma nfs2a n 2 atr patFigure 4.5: A sample of data (orresponding to the TGTS in Figure 4.4) afterpreproessing.have to be manually assigned), I did not wait for a larger data set.I needed as muh TGTSs as possible for data mining (for reating a list ofadverbs et.). On the other hand, it was neessary to leave some data untouhedfor the omparison purposes and for measuring the quality of the AFA system.Therefore I deided to (disjuntively) split the available �les into a training setand a testing set.The testing set onsists of 3 randomly hosen �les7, onsisting of 1089 testingvetors. The training set ontains 15 �les of TGTSs, after preproessing ontainingaltogether 6049 training vetors.

7Chosing several entire �les was probably not the best deision, beause the testing set anthus be biased: The sentenes in one �le are taken from the same original text, i.e., they havethe same author and are related to the same topi, moreover they were annotated by the sameannotator. It would have been better to selet, say, 20 % from the whole set of edges, instead ofseleting the whole �les.



Chapter 5Components of the AFA SystemThere is no simple and straighforward method to assign the funtors at the te-togrammatial level automatially. Therefore, it was inevitable to look at the prob-lem from di�erent viewpoints and to ombine a spetrum of various approahes.The \�nal" version of the AFA system onsists of 12 di�erent methods. Themethods are speialized, eah method assigns only a subset of the funtors to beassigned.The methods an be lassi�ed into four lasses: rule-based methods, ditionary-based methods, nearest vetor approah, and mahine learning approah. Theyare desribed in the following four subsetions, respetively.Though this lassi�ation is helpful in explaining the funtionality of the AFAsystem, the lassi�ation is not inherent to the problem itself. Rather than beingpredited in advane, it arose during the AFA's evolution.5.1 Rule-based methodsThe rule-based methods (RBMs) onsist of simple hand written deision trees.In the premises of the rules, lexial attributes (word forms and lemmas) in theattribute vetors are disregarded. E.g., there is no di�erene between the sentenes\Your brother went to the theatre" and \Your dog slept on the grass" as far as theRBMs are onerned.In order to simplify the referenes to the individual methods in the rest of thisthesis, eah method is assigned a short identi�er typeset using nonproportionalletters.Currently I have 7 methods, eah of whih has reasonable preision (the ab-breviation \! X" stands for \the node is assigned the funtor X"):35



36 CHAPTER 5. COMPONENTS OF THE AFA SYSTEM1. verbs ative: if the governing node is a verb in the ative voie then� if the analytial funtion (afun) is subjet, then ! ACT� if afun is objet and the ase is dative then ! ADDR� if afun is objet and the ase is ausative then ! PAT2. verbs passive: if the governing node is a verb in the passive voie then:� if afun is subjet then ! PAT� if afun is objet and the ase is dative then ! ADDR� if afun is objet and the ase is instrumental then ! ACT3. adjetives: if the node orresponds to an adjetive then� if it is a possessive adjetive then ! APP� else ! RSTR4. pronounposs: if the node is a possessive pronoun then ! APP5. numerals: if the node is a numeral then ! RSTR6. pnom: if afun is PNOM then ! PAT7. pred: if afun is PRED then ! PREDUnfortunately, I found only several feasible rules in the manual for annotators[Manual2℄. They are utilized in verbs ative and verbs passive.The remaining �ve methods are based on an inspetion of the training set. Isimply searhed for the orrelations between the funtors and the values of theanalytial funtion or morphologial ategories and on the basis of this I formedhypotheses. I aepted only those hypotheses whih were not in ontraditionwith ommon sense or with my language experiene.1 Therefore the resulting setof the 7 rule-based methods is more or less independent of the training set.On the other hand, I am aware of the fat that the potential of the orrela-tions between the funtors and the non-lexial attributes is broader. Many rules1For example, it is not surprising that the possessive adjetive mostly represents appurtenaneAPP, though this was a quite new and useful fat for me.



5.2. DICTIONARY-BASED METHODS 37probably remain hidden to my eye due to my limited linguisti knowledge, or be-ause of the fat that some phenomena did not our in the training set at all oronly in a statistially insigni�ant amount (one, twie) that does not justify anygeneralization.5.2 Ditionary-based methodsIn ontrast to the rule-based methods, sometimes the lexial value of a nodeis the only key to the funtor, and everything else (e.g., part-of-speeh of thegoverning node, et.) an be negleted. I use the term ditionary-based methods(DBMs), sine I olleted ditionaries of adverbs, subordinating onjuntions, andprepositions for this purpose.Some interesting side produts emerged during the development of DBMs.For example, I extrated from the training data some adverbs and subordinatingonjuntions whih were previously not inluded in the Manual for annotators([Manual2℄). Now they an be used for further improvement of the manual.Subordinating onjuntionsA ditionary of subordinating onjuntions (SCs) is used by the method subonj.It ontains 38 ouples fsubordinating onjuntion, funtorg.The ditionary was reated in several steps:1. 40 distint ouples were extrated from the training set,2. 69 ouples from the manual for annotators [Manual2℄ were added (the unionontained 90 di�erent ouples),3. 38 unambiguous subordinating onjuntios were seleted.An SC is alled unambiguous if the nodes whih are tied to its governor viathis SC have always the same funtor. E.g., \kdy�z" (when) is not unambiguousfor it an appear with the funtors COND or TWHEN. Table 5.1 shows a sampleof the ditionary of unambiguous SCs.The method subonj detets whether a node is tied to its governing nodethrough an SC. In suh a ase, the SC is searhed for in the ditionary. If itis found, the orresponding funtor is assigned, otherwise the funtor remainsunassigned.



38 CHAPTER 5. COMPONENTS OF THE AFA SYSTEMSC funtora proto CSQa� CNCSa�koli CNCSa�koliv CNCSani�z COMPLby�t CNCSdokud THLTable 5.1: A sample from the ditionary of subordinating onjuntions.AdverbsThe ditionary of adverbs is reated in the same way. 267 ouples fadverb, fun-torg from the manual for annotators are merged with 236 ouples found in thetraining set. Altogether, this ditionary ontains 456 di�erent ouples. Afterelimination of ambiguous adverbs, the resulting ditionary ontains 290 adverbs.Some of them are shown in Table 5.2.It is worth noting that the ambiguous adverbs were most frequently aom-panied with the funtor ATT (attitude) and with the funtor MANN (manner),e.g., \kr�asn�e",\moud�re". The o-ourene of these two funtors in the extratedditionary is so frequent that it opens the question whether the boundary betweenthem is always sharp enough and whether it would not be better to establish oneommon funtor instead of distinguishing them.A sample from the ditionary of adverbs is in Table 5.2.Prepositions and nounsThe method prepnoun is based on the fat that some nouns preeded by a givenpreposition are always aompanied by the same funtor. The ditionary of thismethod onsists of triples fpreposition, noun, funtorg. The ditionary was re-ated in three steps:1. all suh triples were isolated from the training set (659 di�erent triples),2. the triples ontaining ambiguous preposition-noun ouples were eliminated,



5.3. NEAREST VECTOR APPROACH 39adverb funtornikdy TWHENnikoliv RHEMnov�e MANNnutn�e MODnyn�� TWHENobhodn�e MANNoben�e EXTTable 5.2: A sample from the ditionary of adverbs.3. those triples whih our at least twie in the training set beome inludedin the ditionary.A sample from the ditionary of these triples is in Table 5.2.preposition noun funtorv roe TWHENv Praze LOCv dob�e TWHENpro podnikatele BENod doby TSINdo vlastnitv�� DIR3ze zisku DIR1Table 5.3: A sample from the ditionary of for the method prepnoun.5.3 Nearest vetor approahThe third approah used in the AFA system does not require any rules or di-tionaries. It uses the training data diretly as a soure of information. Whenassigning a funtor to a symboli vetor, we simply �nd the nearest, i.e., mostsimilar, or losest, vetor in the training set. Then we just take the funtor ofthis most similar vetor as the result. If we de�ne a metri on the feature spae,



40 CHAPTER 5. COMPONENTS OF THE AFA SYSTEMwe an simply �nd the nearest vetor with respet to this metri. Instead of abinary funtion representing the metri, I de�ne a binary funtion representingthe similarity of vetors2, let us all it similarity funtion s~w(~v;~t). Similarity anddistane measures are two sides of the same oin, so, the most similar vetor andthe least distant one are the same, with respet to a given vetor.Let ~v and ~t be vetors from the symboli feature spae, ~w is the weight vetor ofnon-negative real numbers representing the importane of individual attributes ofthe vetor (the higher value, the more important), e(a; b) is the equality funtion(if both arguments are equal then returns 1, otherwise 0), then the similarityfuntion an be de�ned as follows:3s~w(~v;~t) = 12Xi=1wi � e(~v;~t)The funtion f(~t) whih returns the funtor orresponding to the vetor isde�ned on the domain of the training set T . The funtor assignment an beapproximated as searhing for the value of f outside T . If ~v is an unassignedvetor, then its funtor an be estimated as:f(~v) = f(argmax~t2T s(~t; ~v))Obviously, the vetor ~w plays a ruial role for orret funtor assignment. Theweights have been approximated intuitively, taking into aount, for example, thefollowing fats:� the weight of the preposition is higher than the weight of the word form ofthe governing node,� the sum of weights of the governing node's lemma, preposition and ase of2The reason for talking about similarity rather than distane is only psyhologial: if twosymboli vetors have nothing in ommon, I prefer to say that their similarity equals zero insteadof their distane equals in�nity.3I am aware of the fat that this onept of the similarity funtion is probably too simplistiwith respet to the omplexity of the problem; no ombination of a few weight oeÆients anreet all the language phenomena whih are important for the AFA system. That is why is Idid not aented this method too muh, though one ould play with tuning the weight vetorand try to astonish the audiene using soft omputing methods for its optimization, espeiallygeneti algorithms or neural networks.



5.4. MACHINE LEARNING APPROACH 41the dependent node is higher than the sum of the weights of the remainingattributes,� the analytial funtion of the node to be assigned has higher weight thanthe weight of the part-of-speeh, et.The funtor assignment then looks for example as follows. There is a sentenein the testing set whih ontains the expression z�alohy na dan�e. A funtor is to beassigned to the dependent node dan�e. In the training set, the most similar reordis found (n�avrh na stanoven��) and the funtor PAT of its lower node (stanoven��)is used, whih is orret.The disadvantage of the nearest vetor method is its blak box behaviour. Be-sides tuning weights, there is no other way to inorporate some other bakgroundknowledge, and it is diÆult to deide whih language phenomena are renderedvia weights.By the way, the nearest vetor method an be also viewed as a speial aseof mahine learning |so alled ase-based learning|sine the program takes ad-vantage of the experiene given as a set of instanes solved in the past. It isinremental learning beause new examples an be easily inserted into the train-ing set.5.4 Mahine learning approahIn order to exploit the information in the training set as muh as possible and to�nd some more rules for funtor assignment, I deided to apply a ML approah.I have to emphasize that this would not have been possible without the help ofSa�so D�zeroski from the Jo�zef Stefan Institute4 in Ljubljana.We applied Quinlan's ML system C4.5. Speaking in terms de�ned in Se-tion 2.3, C4.5 an be desribed as indutive, symboli, supervised, multiple on-ept, non-inremental, TDIDT (Top Down Indution of Deision Trees) ML sys-tem. In other words, it takes a training set with known lassi�ation (i.e., withknown funtors) as an input and yields a deision tree as an output. C4.5 an alsoprune the tree in order to obtain simpler and more general rules; it also evaluatesthe quality of suh a tree on a testing set.4http://www.ijs.si/ijs



42 CHAPTER 5. COMPONENTS OF THE AFA SYSTEMHaving obtained the deision tree, I pruned it one more by hand in orderto eliminate the leaves of the tree for whih the expeted preision is lower than80 %. This is the reason for the identi�er of this method being ml80.5.5 Alternative and omplementary approahesIn this setion, several additional approahes to the AFA task will be outlined.For various reasons that will be given below, these other approahes have not beenimplemented in the present AFA system. Therefore, they will not be mentionedin the following two hapters any more. However, some of them ould ontributeto the quality of a future AFA system, either as an alternative stand-alone systemor as an extension of the presented one. This is the reason why I disuss them.5.5.1 Neural networkMy �rst proposal (from September 1999) for solving the problem of the AFA wasbased on (Arti�ial) Neural Networks (NN, [MR{91℄). A rough shema of suh asystem is depited in Figure 5.1.After feature seletion from a TGTS, the seleted information is enoded into anumerial vetor, whih is an input of a bakpropagation NN with one inner layer.In the last layer, eah neuron is related to one funtor. The resulting funtororresponds to the neuron in the output layer with the highest output value.The weights w1;i and w2;j an be estimated from the training data (supervisedlearning) by a method of bakpropagation learning.This approah was not implemented beause of the following problems theimplementation would have involved. Firstly, NNs an perform well espeially inappliations where the topology of the input data spae is lear and where thenotion of distane makes sense. Unfortunately this is not the ase for the TGTSs;all the input data for the AFA system are symboli (non-numerial). For example,it would be diÆult to de�ne distane within a set of lexial entries (within theset of adverbs, et.). Therefore the translation of the symboli features into anumerial form is not trivial. Seondly, the well-known blak-box behaviour ofNNs ould ause diÆulties when we would try to make use of any bakgroundknowledge (rules, et.).
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Figure 5.1: Sketh of a AFA system based on the bakpropagation neural network.5.5.2 EuroWordNetThe performane of the ditionary-based methods is naturally limited by theamount of lexial entries in the ditionaries. One of the linguisti resoures, whihone ould use to improve the overage of the ditionaries, is EuroWordNet5.EuroWordNet is a multilingual database with wordnets for several Europeanlanguages (Duth, Italian, Spanish, German, Frenh, Czeh and Estonian). Thewordnets are strutured in the same way as the Amerian wordnet for English(Prineton WordNet) in terms of synsets (sets of synonymous words) with basisemanti relations between them. Among other relations, synonymy, hypernymy(relation to a more general word) and hyponymy (relation to a more spei� word)are aptured.A basi idea of the data ontained in a wordnet an be obtained from Figure5.2, where the response of the Prineton WordNet6 to the query about hypernymsof the word forest is depited.The basi version of the Czeh WordNet an be bought from ELRA/ELDA7.5http://www.hum.uva.nl/~ewn6http://www.ogsi.prineton.edu/gi-bin/webwn7European Language Resoures Assoiation (ELRA), European Language resoures Distribu-



44 CHAPTER 5. COMPONENTS OF THE AFA SYSTEM2 senses of forestSense 1forest, wood, woods -- (the trees and other plants in a large densely wooded area)=> vegetation, flora -- (all the plant life in a partiular region)=> olletion, aggregation, aumulation, assemblage -- (several things grouped together)=> group, grouping -- (any number of entities (members) onsidered as a unit)Sense 2forest, woodland, timberland, timber -- (land that is overed with trees and shrubs)=> land, dry land, earth, ground, solid ground, terra firma -- (the solid part of theearth's surfae; "the plane turned away from the sea and moved bak over land";"the earth shook for several minutes"; "he dropped the logs on the ground")=> objet, physial objet -- (a physial (tangible and visible) entity; "it wasfull of rakets, balls and other objets")=> entity, something -- (anything having existene (living or nonliving))Figure 5.2: WordNet 1.6 results for \Hypernyms (this is a kind of...)" searh ofnoun \forest".The number of lexial units in it is naturally muh smaller in omparison with itsolder and bigger English ousin. The development ontinues further at the De-partment of Information Tehnologies, Faulty of Informatis, Masaryk University,Brno.EuroWordNet ould be used in the AFA system for example as follows. Theditionary of the method prepnoun (triples preposition-noun-funtor) would bemanually enrihed with more general entries like fv (ase=loative), fyzik�y ob-jekt, LOCg (fin, physial objet, LOCg). When assigning funtors, all the hy-ponyms of the term \physial objet" whih are preeded by the preposition \v"ould be assigned the funtor LOC (spatial irumstanial). Thus also some pre-viously unseen words ould be assigned, e.g., \v lese" (in the forest).This approah has not been implemented yet due to tehnial diÆulties. TheEuroWordnet database is distributed with a browser of the database, but not witha suitable interfae for other programs that would enable automati aess to thethe data.tion Ageny (ELDA), http://www.ip.grenet.ft/ELRA/home.html .



5.5. ALTERNATIVE AND COMPLEMENTARY APPROACHES 455.5.3 Mathing AlgorithmBefore the oneption of the AFA system ould get sharper ontours, it was ne-essary to get a feeling for the real ontent of the data at the tetogrammatiallevel. This is why I took a sample of 20 tetogrammatial trees and I studied itarefully. I performed manual measurements of seleted phenomenona, e.g., thedistribution of nodes with respet to part-of-speeh, the amount of nodes diretlydependent on a verb node, the relative frequeny of individual funtors et.Having observed these harateristis of the data, I was able to estimate thetrivial lower bound of the preision to be at least 40 % for the ase when only verysimple methods would be used. This was rather optimisti and enouraging news.However, the aim of my thesis projet was to reah at least the level of 70 %preision. For these purposes, I designed the following three-phase mathing algo-rithm (Figure 5.3):1. Expeted Roles: in the �rst phase eah non-root node generates (using allavailable information about itself) a set of possible funtors|i.e., it suggeststhe possible tetogrammatial roles for itself. Eah generated funtor shouldbe enrihed by a weight whih enables an ordering of these funtors withrespet to their frequeny of ourene. For example, a node with the adverb\naopak" (on the ontrary) generates only one funtor (PREC) with themaximum weight, sine it an play no other role.2. Expeted O�springs: in the seond phase eah non-leaf node generates aset of funtors whih an possibly depend on this node, again aompaniedby weights. Moreover, some requirements about the dependent node anbe added. For instane, the verb \zamilovat se" (to fall in love) requiresthe funtor PAT to be tied with the preposition \do" (to fall in love withsomebody).It is important to note that more than one set of funtors an be generated.This is the ase of verbs whih have more than one valeny frame.3. Mathing: in the third phase, eah non-leaf node mathes its expetationsagainst the possible roles of its o�springs. The aim is to saturate as manyexpeted roles as possible and to ful�ll all the requirements. When there aremore possibilities of oupling, we prefer the one with the highest weight.
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Figure 5.3: Mathing algorithm.For nouns, adjetives, pronouns, numerals, adverbs and verbs, I onsideredwhat their behaviour would be in eah phase of the algorithm. I paid speialattention to verbs, trying to pro�t from the onept of valeny frames as it is for-mulated in FGD [Panev{80℄, or in a di�erent form as L-valeny frames in [Pala{99℄.Though this approah seemed promising and it would have enabled a unifyingsolution of the problem of automati funtor assignment, I never implementedit. With respet to the unertainity of the result, I found the amount of ne-essary work inadequate. I expeted diÆulties espeially with the initial tuningof weights, the de�nition and implementation of the semanti distane funtion,inorporating the lexion of valeny frames, et. Later, I deided to onentraterather on implementing and testing a number of small speialized modules. Thisproved to be a more eÆient way to do the job.5.5.4 Valeny frames of verbsThe term valeny is in this ontext related to the ability of a word (espeially averb, but also a noun or an adjetive) to \bind" other words.One way of formulating, what a verb valeny frame is, is as follows. The valenyframe of a verb ontains the arguments (obligatory or optional) it ombines with,atants and/or free modi�ers. For instane, the valeny frame of the verb otev�r��t(to open) ontains an Atant and a Patient. Every verb has at least one valenyframe, though it an be empty (pr�set/to rain).



5.5. ALTERNATIVE AND COMPLEMENTARY APPROACHES 47For the purposes of the AFA, Karel Pala provided me with a valeny ditionaryof about 4400 of the most frequently ourring Czeh verbs. In Figure 5.4 a samplefrom the ditionary is shown. Note that nominative arguments are not ontainedin this ditionary. zad��vat se do n�ekoho(2)zad��vat se do n�e�ehozad��vat se na n�ekoho(4)zad��vat se na n�eodohl�ednout na n�ekoho(4)dohl�ednout na n�eodohl�ednout n�e�ehozlevnit n�eozlevnit se v n�e�emevokovat n�eokonzumovat n�eonast�relit n�ekoho(4)nast�relit n�ekoho(4) n�e���mnast�relit n�eonast�relit n�eo n�e���mFigure 5.4: A sample from the ditionary of verb valeny frames.My hypothesis was as follows. If the verbs ould be automatially lassi�edinto less than 100 lasses with respet to their valeny frames, then it ould bepossible to manually omplete these lasses with funtors and thus all these verbswould have their valeny frames equipped with funtors (the total number of allframes in this ditionary is about 28000, therefore it was not realisti to manuallysupply all the arguments in all the frames with their funtors).First, I preproessed the ditionary. For eah verb, I merged all its valenyframes from the original list into a single frame. For example, there are four framesfor the verb p�repadnout in the original list: p�repadnout n�ekoho(4), p�repadnoutn�ekoho(4) v n�e�em, p�repadnout do n�e�eho, p�repadnout p�res n�eo. The result-ing union of the frames is p�repadnout n�ekoho(4) v n�e�em do n�e�eho p�res n�eo.8.8I am aware of the fat that after this step the alternative (mutually exluding) arguments of averb may appear in one frame. However, I did not �nd any other automati way to onsiderablyredue the number of frames per verb.



48 CHAPTER 5. COMPONENTS OF THE AFA SYSTEMNext, the di�erenes between animate and inanimate arguments were disregarded.For instane, both n�ekomu and n�e�emu (animate and inanimate in the dativease) were rewritten to #3. Prepositional ases were substituted by the respe-tive preposition followed by an undersore and the ase expressed as a number,e.g., v n�e�em was rewritten as v 6. Only the 15 most frequent prepositional anddiret ases were proessed (#4, #7, v 6, #3, na 4, do 2, na 6, z 2, k 3,s 7, po 6, #2, za 4, u 2, od 2), all the remaining were ignored. A samplefrom the preproessed ditionary is shown in Figure 5.5.koordinovat #4 s 7kopat #4 #7 do 2 za 4kopnout #4 #7 do 2kop��rovat #4 od 2 z 2korespondovat #3 o 6 s 7korespondovat si s 7korigovat #4 #7 v 6korunovat #4 #7 na 4 za 4koukat #3 na 4 po 6 z 2koukat se do 2 na 4 po 6 z 2kouknout do 2 na 4 po 6 z 2koupat #4 v 6Figure 5.5: A sample from the preproessed verb valeny ditionary.Having this material in hand, I tested two methods of lassi�ation: binarylassi�ation tree and equivalene lasses, whih I disuss below.Binary lassi�ation tree (top-down lustering). The set of all verbs wasreursively divided into two parts aording to ourene/non-ourrene of aseleted prepositional or diret ase. The ase was hosen suh that the di�erenein the sizes of the two reated sets was minimal. Thus the resulting tree wasas balaned as possible with respet to the weights of leaves, the weights beingexpressed as the number of verbs in the orresponding lass. The lower bound forthe size of a lass was 20.The binary lassi�ation tree was automatially indued from the ditionarydesribed above; for this, I wrote a Perl program. All the verbs were lassi�edinto 76 lasses. A fragment from the lassi�ation tree is depited in Figure 5.6.
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Figure 5.6: Binary lassi�ation tree of verbs with respet to their valeny frames.In eah non-leaf node, the number of verbs in the subtree and seleted prepositionalor diret ase are insribed. Left subtree ontains always verbs that have this asein their valeny frames, right subtree ontains the rest. The leaf nodes representthe resulting lasses.Equivalene lasses. An equivalene relation (symmetri, reexive, transi-tive) on the set of verbs an be de�ned via the preproessed valeny ditionary:two verbs are \equivalent" if they have the same (preproessed) valeny frame.This equivalene relation entails a partitioning of the set verbs into the equivalenelasses, i.e., all the verbs in one lass have the same (preproessed) valeny frame.For example, one of the equivalene lasses ontains the verbs with valeny framesontaining only an objet in the aousative ase (okupovat #4/oupy, pohopit#4/understand, prozkoumat #4/explore. . . ). The ten largest equivalene lassesare in Appendix D.The latter lassi�ation method seemed more promising, that is why I on-sulted it with Jarmila Panevov�a. Aording to her opinion, out of the 50 largestequivalene lasses, only 4 an be uniquely assigned with funtors. The onlusion



50 CHAPTER 5. COMPONENTS OF THE AFA SYSTEMfrom this experiment is that none of these lassi�ations helps to assign funtorsto the verb valeny frames. It is very likely that there is no other than manual(or semiautomati) way to do it.In the seond experiment I onentrated only on the valenies typially realizedby nouns in the genitive ase tied with prepositions z (from) and do (into, till). Inthe valeny ditionary, 1428 verbs with at least one of these valenies were found.The hypothesis is that they should mostly represent funtors DIR1, resp. DIR3.From this set, I manually removed 114 verbs for whih the hypothesis does nothold. (e.g., \zamilovat se do n�ekoho"/\to fall in love with somebody" does notengage a diretional modi�er). I olleted the remaining verbs into a ditionary of\diretional-verbs". This ditionary was used in a new AFA module. This moduleassigned all nouns in the genitive ase, whih were dependent on a verb from thediretional-verbs ditionary and whih were aompanied by the preposition z(resp. do), with the funtor DIR1 (resp. DIR3). I tested it on the union of thetraining and testing sets. After automatially removing a few nouns of learly\non-diretional" meaning (e.g., \rok"/\year"), 71 z/do remained genitives to beassigned. Using the diretional-verbs ditionary, 49 funtors were assigned, 43 ofthem orretly (preision 88 %, reall 0.6 %).This approah was not inorporated into the presented version of the AFAsystem sine the reall is too low. However, the potential of valeny-based methodsgoes far beyond the proessing of these two prepositions. Unfortunately, for thefurther development of the valeny-based methods, adding funtors into the verbvaleny ditionary manually seems to be inevitable.5.5.5 Categorial grammarThe term Categorial Grammar (CG, f. [Steedman-98℄ for a brief overview) namesa group of theories of natural language syntax and semantis in whih the main re-sponsibility is borne by the lexion. This is an alternative approah to Chomsky'sContext-free Grammar. The lexion assoiates a funtional type or ategory withall grammatial entities. The ategory assoiated with a word aptures (amongothers) two things: what are the ategories of the words that are expeted on theleft- and right-hand side of the respetive word and what is the resulting type ofthe whole after the saturation of these expetations. For example, the ategory of



5.5. ALTERNATIVE AND COMPLEMENTARY APPROACHES 51the word \likes" is (SnNP)/NP, sine one noun phrase is required on the left-handside (subjet) and another on the right-hand side (objet).Very reently I have realized that the idea of the Mathing Algorithm bears aslight resemblane with the main priniple of CG: instead of utting the senteneinto phrases, a lexial element \generates" its expetations about its neighbour-hood within the sentene and the expetations of the neighbouring elements haveto meet eah other.The symbiosis of ategories and a dependeny approah based on the PragueShool of Linguistis has been elaborated in the framework of Dependeny Gram-mar Logi by Geert-Jan Kruij� (a introdution to DGL an be found in [Kruij�{99℄or in [Kruij�{01℄). This formalism is \tailored" for FGD and therefore is readyto be tested on the PDT data. The task of the AFA ould be one of the possibleappliations of DGL.
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Chapter 6Implementation Details6.1 Interfae to the fs formatThe �les ontaining the tetogrammatial tree strutures are saved in the so alledfs format. This format was designed together with a general graph editor by MihalK�ren ([K�ren-96℄). This editor provides a graphial user interfae for omfortablework with graph strutures (under MS Windows). In the PDT projet, it is usedfor manual modi�ations of the trees (inluding, e.g., funtor annotation) both onthe analytial and the tetogrammatial level.When trying to automatially assign funtors, I need aess to the ontentsof the fs �les. For this purpose, I use an interfae written by Petr Pajas whih isomposed of two parts:� foreah.pl is a Perl sript that reads another Perl sript from standardinput and exeutes it for every node of every tree in the �le; it enables toread/write values of all attributes attahed to a node,� hrany2.fsp extrats for eah node 15 attributes (as desribed in Setion4.5) and writes them to the standard output.The training set (and similarly the testing set as well), i.e., the 6049 trainingvetors, an be saved into the �le train.txt by exeuting the following pipeline:1> foreah.pl ~/FUNKTORY/VstupniData/Train/*.fs <hrany2.fsp >train.txtA piee of the output �le is in Fig. 4.5 on page 34.1The omponents of the AFA system were developed under the Linux environment.53



54 CHAPTER 6. IMPLEMENTATION DETAILS6.2 Perl assignersFollowing the ommon design pratie of modularity, I prefered to ompose theAFA system of a number of small Perl programs (\assigners"). Eah assigns onlysome funtors, and above all, eah an be developed and tested independently onthe remaining ones. Eah method desribed in Chapter 5 has its own assigner.In order to be able to glue all the modules together later, I formulated thefollowing mandatory rules for the assigners:1. The input data are to be read from the standard input, eah line orrespond-ing to one vetor, the 15 olumns are separated by tabulator. The olumnsare ordered in the same way as in the list on page 4.5.2. If an assigner an \guess" what the orret funtor is, then it attahes thefuntor into the 16th olumn and the assigner's \signature" starting withthe \&" into the 17th olumn; the line with these 17 olumns is written tothe standard output.3. If an input line is already assigned, then the line is opied to the standardoutput without any hange, i.e., one assigned funtor is never overwritten.4. If an input line is not assigned yet and the assigner annot assign the funtor,then the line is opied without any hange.This stategy brings several advantages. First, by reordering the assigners (sim-ply by hanging their order in the pipeline, without hanging any single line ofPerl ode) in suh a way that the assigners with a higher preision are applied�rst, the overall preision is improved. Seond, it is easy to add a new assigner,or to remove an assigner, e.g., one with low preision. Third, we an monitor notonly the performane of the whole system, but also the performane of individualassigners separately.All the assigners have one ommon template, only the subsribing string andthe deision part (lines, where the funtor is omputed) are varying. The followingassigner orresponds to the rule-based method verbs ative:#!/usr/bin/perl$subsribe="verbs_ative";



6.2. PERL ASSIGNERS 55while (<>){ if (m/&/){ print }else {$funtor="";hop;�_=split("\t");#----------------- DECISION PART - BEGINNINGif ((�_[4℄=~m/^v[^s℄/) && # is the governing node a verb in ative form and(�_[12℄ eq "")) # is the given node tied without preposition nor onjuntion?{ if (�_[13℄ eq "sb") {$funtor="at"}elsif (�_[13℄ eq "obj"){ if (�_[11℄ eq 3 ) {$funtor="addr"}elsif (�_[11℄ eq 4) {$funtor="pat"}}}#------------------ DECISION PART - ENDif ($funtor eq "") {print "$_\n" }else {print "$_\t$funtor\t\&$subsribe\n"}}} In the ase of a ditionary-based method, the ditionary has to be loaded intoan assoiative array �rst. In the deision part, the lexial value is searhed in theassoiative array:#----------------- DECISION PART - BEGINNINGif (�_[10℄ eq "d") # is it an adverb?{ $funtor=$adverbs{�_[8℄}}#------------------ DECISION PART - ENDIn the nearest vetor assigner (signature similarity), the whole training set



56 CHAPTER 6. IMPLEMENTATION DETAILSis loaded into the array alled pole. The similarity funtion is implemented in thedeision part and the nearest vetor is found:#----------------- DECISION PART - BEGINNING$max=0;for ($i=0;$i<=$ount;$i++){ $weight=0;�tr=split(/:/,$pole[$i℄);if (�_[8℄ eq �tr[8℄) {$weight+=15; }; #lower lemmaif (�_[9℄ eq �tr[9℄) {$weight+=18}; #lower tagif (�_[11℄ eq �tr[11℄) {$weight+=60}; #lower aseif (�_[10℄ eq �tr[10℄) {$weight+=49}; #lower PoSif (�_[13℄ eq �tr[13℄) {$weight+=50}; #lower afunif (�_[12℄ eq �tr[12℄) {$weight+=60}; #preposition or onjuntionif (�_[6℄ eq �tr[6℄) {$weight+=30}; #upper afunif (�_[3℄ eq �tr[3℄) {$weight+=10}; #upper lemmaif (�_[4℄ eq �tr[4℄) {$weight+=12}; #upper tagif (�_[5℄ eq �tr[5℄) {$weight+=30}; #upper PoSif ($weight>$max) {$max=$weight;$funtor=�tr[14℄}}#------------------ DECISION PART - END6.3 Mahine learningThe assigner based on mahine learning was reated in 5 steps:1. Di�erent feature seletion and extration; I restrited the set of attributeswhih are in the input vetors for C4.5; I omitted attributes ontainingword forms and lemmas of the governing and the dependent nodes (and,of ourse, also the name of the soure �le and the ordinal number of thesentene); instead of taking the whole morphologial tags (as desribed onpage 15), only their pre�xes were extrated.2. Preparation of input �les for the C4.5; a �le ontaining the list of possiblevalues of all attributes, and �les with training and testing set were trans-



6.3. MACHINE LEARNING 57formed into a format required by the C4.5; this is a sample from the training�le: n, n, adv, a, a, 0, null, atr, rstr.vs, v, obj, n, n, 2, do, adv, dir3.vp, v, pred, vs, v, 0, z_e, obj, pat.znum, z, sb, dg, d, 0, null, auxz, ext.n, n, atr, znum, z, 0, null, sb, rstr.3. The C4.5 was applied on the prepared data.4. The leaves with lower than 80 % expeted preision were pruned.5. The resulting deision tree was semi-automatially translated into Perl ode.A sample from the �le with the learned deision tree in text representation isdepited in Figure 6.1.dep_afun = sb:| gov_pos = a: rstr (1.0/0.8)| gov_pos = j: pat (1.0/0.8)| gov_pos = n: rstr (21.0/8.0)| gov_pos = null: at (1.0/0.8)| gov_pos = z: at (19.0/5.9)| gov_pos = v:| | gov_morph = vp: at (463.0/25.9)| | gov_morph = vr: at (133.0/12.9)| | gov_morph = vs: pat (28.0/8.2) *| | gov_morph = vf:| | | dep_ase = 0: pat (2.0/1.0)| | | dep_ase = 1: at (6.0/3.3)| | | dep_ase = 4: pat (1.0/0.8)Figure 6.1: A sample from the �le with the text representation of the learneddeision tree.It is interesting to observe that the mahine learning approah learns also somerules whih are part of the manual for annotators [Manual2℄. For instane, the



58 CHAPTER 6. IMPLEMENTATION DETAILSline in Figure 6.1 that is marked with an asterisk orresponds to the followingrule from the manual: if a subjet is dependent on a verb in the passive voie,then its funtor is PAT. This observation proves that the C4.5 an really unoversome simple rules that are valid in the training set. Besides those spei�ed in themanual, it also learns \new" regularities.This is a fration of the semiautomatially reated Perl ode of the assignerml80 whih orresponds to a part of sample in Figure 6.1.if ($dep_afun eq "sb") {if ($gov_pos eq "v") {if ($gov_morph eq "vp") {$funtor="at"};if ($gov_morph eq "vr") {$funtor="at"};}};If the analytial funtion of a node is Subjet and its governing node is a verbin the ative voie, then this ode assigns the funtor ACT to the dependent node.6.4 Auxiliary toolsIt proved to be very useful to have a few tools for exploring the automatiallyassigned data (i.e., the stream of rows with 17 olumns). I mention only a few ofthem:� orret.pl and inorret.pl, Perl �lters extrat either the orretly orinorretly assigned lines,� assigned.sh and unassigned.sh, shell �lters extrat either the lines wherethe funtor has been automatially assigned, or where it was not,� stat.pl performs a statisti evaluation of the qualitative harateristis ofthe performed funtor assignment.The tools an be further ombined with shell ommands, e.g., if I want toknow what are the most frequent mislassi�ations, I send the assigned data intothe following pipeline:inorret.pl | ut -f15,16 | sort | uniq - | sort -nr | head



6.5. SQL QUERIES 59and thus obtaine for example the following misslassi�ations and the numberof their ourenes:16 pat at14 app pat11 ev twhen10 pat app7 id rstrThis is useful for determining where the AFA system makes the most errors,and thus where further improvements are needed.6.5 SQL queriesSometimes I employed the Simple Query Language (SQL), espeially when it wasneessary to interonnet more �les. For example, I had a �le with a single listontaining only unambiguous adverbs and a �le with two olumns: adverbs (bothambiguous and unambiguous) and funtors. The task was to �nd a orret funtorfor eah unambiguous adverb, i.e., to onstrut the ditionary of adverbs as de�nedin Setion 5.2. For this, I transformed the �les into the tables AllAdverbs andUnambigAdverbs and exeuted the following query:SELECT All_Adverbs.Word, All_Adverbs.FunktorFROM Unambig_AdverbsINNER JOIN All_Adverbs ON Unambig_Adverbs.Word = All_Adverbs.Word;6.6 Gluing the omponents togetherThere are two possibilities where to store the assigned funtors:1. into the text �le as the 16th olumn (as it was desribed in the Setion 6.2);this is used only for development and testing purposes,2. diretly into the original �le in fs format; this is used for the automatipre-annotation of the �les for annotators.In the former ase, all the data goes through a long pipeline, e.g., through thefollowing pipeline:
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Figure 6.2: The arhiteture of the whole AFA system.> foreahn.pl <hrany.fsp VstupniData/Test/*.fs | estinaOff |ml80.pl | pred.pl | verbs_ative.pl | verbs_passive.pl |pnom.pl | adjetives.pl | numerals.pl | pronounposs.pl |adverbs.pl | prepnoun.pl > test_result.txtAnd this is a segment from the resulting text �le (only a few last olumns areshown):... reake reake nfs1a n 1 sb at at &verbs_ative... napr_i_klad napr_i_klad db d 0 auxy rhem... lon_ske_m lon_sky_ ais61a a 0 atr rstr rstr &adjetives... roe rok nis6a n 6 v adv twhen... dvana_ti dvana_t12 bp2  2 mi_sto exd rstr rstr &numerals... zaplatili zaplatit vrmpa v 0 pred pred pred &predThe arhiteture of the whole AFA system is shown in Figure 6.2. It depitshow the available data|after being split into the training and testing set|gothrough the system. The training set is used for the extration of the ditionariesand for mahine learning (C4.5). The testing set then goes through the sequeneof modules (assigners) in whih the funtors are automatially assigned.Taking advantage of the pipeline-fashioned exeution of the assigners, I ouldexamine many di�erent permutations of the assigners|as it is disussed in thefollowing hapter|without any additional e�ort.For the automati pre-annotation, the interfae foreahn.pl is used. In thefollowing example, the omplete AFA system is applied on the �le bb21trz.fsand the funtors are assigned in it:
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Figure 6.3: Tetogrammatial tree with automatially assigned funtors.> foreahn.pl <afa.fsp bb21trz.fsIn the Perl program afa.fsp, a text line with 15 olumns is generated for eahnode and sent into the pipeline of assigners. Then the 16th olumn is isolated(ut -f16) and the resulting funtor is assigned to the appropriate attribute ofthe node. An example of an automatially annotated tetogrammatial tree is inFigure 6.3.6.7 Further extensionsSine the presented AFA system has a very transparent arhiteture, it remainsopen for future improvements and extensions. The only ondition for a new as-signer is that it must ful�ll the modularity requirements formulated at the begin-ning of setion 6.2. Then it an be easily inserted into the pipeline of assigners,either diretly in the ommand line (for testing purposes) or in the �le afa.fsp(for the diret automati annotation of a fs-�le).
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Chapter 7Experiments and Results7.1 How to measure AFA's performaneWith respet to the \quality" of the individualmethods of the AFA system, insteadof being diretly omparable (i.e., lying along one dimension), the methods shouldbe rather plaed into a two-dimensional spae. The �rst oordinate orrespondsto preision (it grows with minimization of the number of errors) and the otherreets reall (it grows with maximization of the number of orretly assignedfuntors). As it will be shown later, these two properties tend to be in opposition.1In order to have a omplete view on the AFA's qualitative harateristis, Imeasured several quantities for eah assigner:� Cover = the number of all nodes assigned by the given method� Relative over = over divided by number of all funtors to be assigned (1089in the training set). This number also reets the frequeny of partiularphenomenona (e.g., ourrenes of possessive pronouns).� Errors = the number of inorretly assigned funtors� Hits = the number of orretly assigned funtors� Reall = the perentage of orret funtor assignments by the given methodamong all the funtors to be assigned (hit=1089�100%)� Preision = the perentage of orret funtor assignments by the givenmethod among all funtors assigned by this method (hits=over�100%)1Distinguisting between preision and reall is the standard way to desribe the results whihare |beause of the omplexity of the problem or imperfetion of the solution|both inompleteand inonsistent, e.g., in [Baldwin{97℄. 63



64 CHAPTER 7. EXPERIMENTS AND RESULTSAll the measurements of the qualitative harateristis of AFA's omponentswere evaluated exlusively using the tool stat.pl whih is joined to the end ofthe pipeline of assigners. For example, after exeution the ommand line> foreahn.pl <hrany.fsp VstupniData/Test/*.fs | ml80.pl |pred.pl | verbs_ative.pl | verbs_passive.pl | pnom.pl |adjetives.pl | numerals.pl | pronounposs.pl | adverbs.pl |prepnoun.pl | stat.plwe obtain the following evaluation:Number of lines: 1089 (100%)Method #Cover #Hits #Errors Preision------------------------------------------------------------------------ml80 406 (37.28 %) 384 (35.26 %) 22 (2.02 %) 94.58 %adjetives 175 (16.06 %) 170 (15.61 %) 5 (0.45 %) 97.14 %pronounpos 16 (1.46 %) 13 (1.19 %) 3 (0.27 %) 81.25 %prepnoun 8 (0.73 %) 8 (0.73 %) 0 (0 %) 100 %numerals 19 (1.74 %) 13 (1.19 %) 6 (0.55 %) 68.42 %adverbs 28 (2.57 %) 24 (2.20 %) 4 (0.36 %) 85.71 %pred 4 (0.36 %) 4 (0.36 %) 0 (0 %) 100 %verbs_passive 7 (0.64 %) 6 (0.55 %) 1 (0.09 %) 85.71 %verbs_ative 21 (1.92 %) 18 (1.65 %) 3 (0.27 %) 85.71 %------------------------------------------------------------------------684 (62.80 %) 640 (58.76 %) 44 (4.04 %) 93.56 %The �rst olumn ontains the names of the assigners. In the seond, third,and fourth olumns, the numbers of ourrenes are followed by the perentagesin brakets; eah perentage is expressed with respet to the number of all fun-tors to be assigned, i.e., to the number of lines in the measured �le. Obviously,these perentages are related to a di�erent base than in the ase of the preisionalulation.The evaluating sript stat.pl is the exlusive soure of the data disussed inthis hapter.



7.2. EVALUATION OF EXPERIMENTS 657.2 Evaluation of experimentsApplying all the assigners available in the AFA system needn't neessarily bethe most suitable solution for the purpose of automati preproessing during thetransition from analyti to tetogrammatial strutures in the PDT projet, sinethe overall preision an be inaeptably low. Therefore, I needed to deide whihassigners should be inorporated in the �nal AFA system.The seond question is in what order the assigners should be exeuted. Whenthe overs (the sets of assigned funtors) of individual assigners partly overlapeah other, the assigners with the higher preision should be applied �rst. In suhase, the order an play a very important role for the ombined preision.In order to be able to ompose the optimal AFA on�guration, I performedseveral measurements on di�erent sequenes of assigners. The results are in Tables7.1-7.8, in whih the assigners are presented in the same order in whih they wereexeuted. In eah table, the quantitative harateristis desribed in the previoussetion are evaluated for eah assigner separately as well as for the whole sequeneof assigners. Let me remind, that the size of the training set is 6049 vetors andthe size of the testing set is 1089 vetors.The following measurements have been performed:� Only the rule-based methods (RBMs) were applied on the testing set (Table7.1); rel.over=51.2%, pre.=93.9%.� Sine the RBMs are not diretly dependent on the training set, they an andwere applied also on the training set (Table 7.2); rel.over=49 %,pre.=92.5%.� Only the ditionary-based methods (DBMs) were applied on the testing set(Table 7.3); rel.over=4.2%, pre.=89%.� Both RBMs and DBMs were applied on the testing set (Table 7.4);rel.over=55.5%, pre.=93.5%.� Only the method ml80 whih is based on the mahine learning was appliedon the testing set (Table 7.5); rel.over=37.2%, pre.=94.6%.� Only the method similarity whih is based on the nearest neigbour ap-proah was applied on the testing set (Table 7.6); rel.over=100%, pre.=73%.



66 CHAPTER 7. EXPERIMENTS AND RESULTS� The RBMs, DBMs, and ml 80 were applied on the testing set (Table 7.7);rel.over=63%, pre.=93.4%.� The ml 80, RBMs, and DBMs (Table 7.8) were applied on the testing set;rel.over=63%, pre.=93.4%.� All the available methods have been applied on the testing set in the orderml80 , RBMs, DBMs, similarity (Table 7.9); rel.over=100%, pre.=78.6%.Method Cover Rel. over Hits Reall Errors Preisionpred 104 9.6 % 104 9.6 % 0 100 %verbs ative 199 18.3 % 184 16.9 % 15 92.5 %verbs passive 7 0.6 % 6 0.6 % 1 85.7 %pnom 34 3.1 % 32 2.9 % 2 94.1 %adjetives 177 16.2 % 170 15.6 % 7 96.0 %numerals 21 1.9 % 15 1.4 % 6 71.4 %pronounpos 16 1.5 % 13 1.2 % 3 81.3 %Total � 558 � 51.2 % � 524 � 48.1 % � 34 93.9 %Table 7.1: Evaluation of the performane of the rule-based methods, when appliedon the testing set.In the remainder of this setion I will point out a few fats that an be derivedfrom the measured data.The rule-based methods are not diretly derived from the training set, thatis why I ould have applied them on the training set as well. So Tables 7.1 and7.2 desribe the performane of the same sequene of assigners on the two disjointsets of data. The results ahieved on the testing and training set are quite similar:relative reall is 51.2 % or 49 %, preision is 93.9 % or 92.5 %. This observationsupports the onjeture that the performane of the rule-based method should notbe drastially lower for any other PDT data.Tables 7.7 and 7.8 show the performane of two sequenes whih ontain thesame assigners but in a di�erent order (RBMs, DBMs and ml80 versus ml80,RBMs, DBMs). The overage of the respetive families of methods is depited inFigure 7.1. Surprisingly, the overall preision (93.4 %) and reall (63 %) of these



7.2. EVALUATION OF EXPERIMENTS 67Method Cover Rel. over Hits Reall Errors Preisionpred 574 9.5 % 554 9.2 % 20 96.5 %verbs ative 973 16.1 % 907 15.0 % 66 93.2 %verbs passive 34 0.6 % 27 0.4 % 7 79.4 %pnom 164 2.7 % 152 2.5 % 12 92.7 %adjetives 1063 17.6 % 976 16.1 % 87 91.8 %numerals 92 1.5 % 66 1.1 % 26 71.7 %pronounpos 64 1.1 % 61 1.0 % 3 95.3 %Total � 2964 � 49.0 % � 2743 � 45.3 % � 221 92.5 %Table 7.2: Evaluation of the performane of the rule-based methods, when appliedon the training set.Method Cover Rel. over Hits Reall Errors Preisionprepnoun 9 0.8 % 9 0.8 % 0 100 %adverbs 34 3.1 % 30 2.8 % 4 88.2 %subonj 3 0.3 % 2 0.2 % 1 66.7 %Total � 46 � 4.2 % � 41 � 3.8 % � 5 � 89.1 %Table 7.3: Evaluation of the performane of the ditionary-based methods, whenapplied on the testing set.two sequenes do not di�er. This implies that in the intersetion of the overageof ml80 and RBMs the (hand-written) rules ahieve the same performane as themethod based on mahine learning. It an be a oinidene, but it is more likelythat if the system C4.5 disovers a rule whih has the same premise as one of thehand-written rules, then they have the same resulting funtor too.On the basis of a omparison of tables 7.4 and 7.7 we an onlude that theontribution of mahine learning approah to the overall reall is 7 %.One more interesting observation omes from the omparison of tables 7.5 and7.9. If we employ the nearest vetor approah (similarity) alone �rst, and thenadd the rule-based, ditionary-based and ML-based approahes, the improvementof preision is only 5.6 % (reall does not hange, it is 100 % in both ases). This



68 CHAPTER 7. EXPERIMENTS AND RESULTSMethod Cover Rel. over Hits Reall Errors Preisionpred 104 9.6 % 104 9.6 % 0 100 %verbs ative 199 18.3 % 184 16.9 % 15 92.5 %verbs passive 7 0.6 % 6 0.6 % 1 85.7 %pnom 34 3.1 % 32 2.9 % 2 94.1 %adjetives 177 16.3 % 170 15.6 % 7 96.0 %numerals 21 1.9 % 15 1.4 % 6 71.4 %pronounpos 16 1.5 % 13 1.2 % 3 81.3 %prepnoun 9 0.8 % 9 0.8 % 0 100 %adverbs 34 3.1 % 30 2.8 % 4 88.2 %subonj 3 0.3 % 2 0.2 % 1 66.7 %Total � 604 � 55.5 % � 565 � 51.9 % � 39 � 93.6 %Table 7.4: Evaluation of the performane of the rule-based and ditionary-basedmethods, when applied on the testing set.Method Cover Rel. over Hits Reall Errors Preisionml80 406 37.3 % 384 35.3 % 22 94.6 %Total � 406 � 37.3 % � 384 � 35.3 % � 22 � 94.6 %Table 7.5: Evaluation of the performane of ml80 (the method based on mahinelearning), when applied on the testing set.Method Cover Rel. over Hits Reall Errors Preisionsimilarity 1089 100 % 796 73.0 % 293 73.0 %Total � 1089 100 % � 796 � 73.0 % � 293 � 73.0 %Table 7.6: Evaluation of the performane of similarity (the method based onthe nearest vetor approah), when applied on the testing set.shows that the weights in the implementation of similarity were tuned well.But in ontrast to the single method with 100 % overage, the existene of thespetrum of methods enables to hoose a ompromise between preision and reall,



7.2. EVALUATION OF EXPERIMENTS 69Method Cover Rel. over Hits Reall Errors Preisionpred 104 9.6 % 104 9.6 % 0 100 %verbs ative 199 18.3 % 184 16.9 % 15 92.5 %verbs passive 7 0.6 % 6 0.6 % 1 85.8 %pnom 34 3.1 % 32 2.9 % 2 94.1 %adjetives 177 16.3 % 170 15.6 % 7 96.0 %numerals 21 1.9 % 15 1.4 % 6 71.4 %pronounpos 16 1.5 % 13 1.2 % 3 81.3 %prepnoun 9 0.8 % 9 0.8 % 0 100 %adverbs 34 3.1 % 30 2.8 % 4 88.2 %subonj 3 0.3 % 2 0.2 % 1 66.7 %ml80 82 7.5 % 76 7.0 % 6 92.7 %Total � 686 � 63.0 % �� 641 � 58.9 % � 45 � 93.4 %Table 7.7: Evaluation of the performane of the sequene RBMs, DBMs, and ml80,when applied on the testing set.Method Cover Rel. over Hits Reall Errors Preisionml80 406 37.3 % 384 35.3 % 22 94.6 %pred 4 0.4 % 4 0.4 % 0 100 %verbs ative 21 1.9 % 18 1.7 % 3 85.7 %verbs passive 7 0.6 % 6 0.6 % 1 85.7 %adjetives 175 16.1 % 170 15.6 % 5 97.1 %numerals 19 1.7 % 13 1.2 % 6 68.4 %pronounpos 16 1.4 % 13 1.2 % 3 81.3 %prepnoun 8 0.7 % 8 0.7 % 0 100 %adverbs 28 2.6 % 24 2.2 % 4 85.7 %subonj 2 0.2 % 1 0.1 % 1 50 %Total � 686 � 63.0 % � 641 � 58.9 % � 45 93.4 %Table 7.8: Evaluation of the performane of the sequene ml80, RBMs, and DBMs,when applied on the testing set.
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Figure 7.1: Comparison of the overs of individual families of methods for thesequene mahine learning, rule-based methods, ditionary based methods. Theoutermost retangle depits the set of all funtors to be assigned in the testingset.as it will be shown in the next setion.RBMs and ml80 ignore lexial attributes of the nodes (word form, lemma),Method Cover Rel. over Hits Reall Errors Preisionml80 406 37.3 % 384 35.3 % 22 94.6 %pred 4 0.4 % 4 0.4 % 0 100 %verbs ative 21 1.9 % 18 1.7 % 3 85.7 %verbs passive 7 0.6 % 6 0.6 % 1 85.7 %adjetives 175 16.0 % 170 15.6 % 5 97.1 %numerals 19 1.7 % 13 1.2 % 6 68.4 %pronounpos 16 1.5 % 13 1.2 % 3 81.3 %prepnoun 8 0.7 % 8 0.7 % 0 100 %adverbs 28 2.6 % 24 2.2 % 4 85.7 %subonj 2 0.2 % 1 0.1 % 1 50 %similarity 403 37.0 % 215 19.7 % 188 53.3 %Total � 1089 � 100 % � 856 � 78.6 % � 233 78.6 %Table 7.9: Results of all the methods on the testing set.



7.3. PRECISION VERSUS RECALL 71the only exeptions are prepositions and subordinating onjuntions. From theTables 7.3 and 7.7 it an be omputed that the reall of the assigning sequeneRBMs, ml80 is 55 %. In other words, at least one half of funtors an be assignedwithout the slightest idea about `what the sentene is about'.7.3 Preision versus reallAs I already mentioned, it is possible to selet and apply only a subset of the avail-able methods and thus ontrol the harateristis of the AFA system. It shouldbe deided whether to prefer to minimize the number or errors, thus maximazingpreision, or maximize the number of orretly assigned nodes, thus maximizingreall. This hoie is very expliit. The optimal ompromise should be inuenedby the mislassi�ation ost orresponding to the amount of annotators' work in-volved in �nding and orreting a wrongly assigned funtor. However, estimatingthe mislassi�ation ost would require additional experiments with the annota-tors, in order to perform the neessary measurements of annotators' performane.This would in turn imply an additional load for them, whih is in ontraditionwith the main goal of this thesis (dereasing the amount of annotators' work).The relation between reall and preision is depited in Figure 7.2. The high-est reall is ahieved when all methods are applied. Unfortunately, the overallpreision 78.6 % is not aeptable, sine the resulting automatially annotated�les would require too many manual orretions. Preision grows to an aept-able level if the method similarity is removed (preision 93.4 %, reall 58.9 %).Therefore, I think that the most feasible ompromise between preision and reallis the sequene ml80, RBMs, DBMs.
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Figure 7.2: Preision versus Reall. This piture depits the performane of se-leted sequenes of assigners. Obviously, the higher the reall ahieved, the lowerthe preision.



Chapter 8ConlusionsDie Umgangssprahe ist ein Teil des menshlihen Organismusund niht weniger kompliziert als dieser.Ludwig WittgensteinThe goal of this thesis. The goal of this thesis was to design, implement andevaluate a system for automati funtor assignment within the Prague DependenyTreebank projekt at the Institute of Formal and Applied Linguistis. Suh atool should redue the manual annotation e�ort during the transition from theanalytial tree strutures to the tetogrammatial tree strutures, whih otherwiseonsumes a huge amount of time of linguisti experts.The ontribution of this thesis. The presented AFA system is based onthe hypothesis that when a funtor is to be assigned to a node, then in a signif-iant subset of the ases suÆient information for this deision an be aquiredfrom the node itself and from the parent node. Using this assumption, I on-struted a system that pro�ts from the symbiosis of di�erent approahes, namelyrule-based methods, ditionary-based methods, mahine learning approah, andnearest vetor approah. During the development of the AFA system, I used theavailable manually annotated tetogrammatial tree strutures for training andtesting purposes.The overall performane (reall versus preision) of the resulting AFA systeman be tuned by ombining seleted methods in various ways. Either all funtorsare assigned and the preision is 78.6 %, or 63.0 % of nodes are assigned with thepreision 93.4 %. The implementation of the latter approah is ready to be usedat the IFAL sine September 2000. No other AFA system with omparable reallwas available before. 73



74 CHAPTER 8. CONCLUSIONSDisussion. Sine I had only very limited testing set, the question aboutthe reliability and extensibility of the ahieved results naturally arises. When thesystem is used on new data, the performane an be expeted to derease fortwo reasons. Firstly, I tested the AFA system on tetogrammatial trees whihwere not only manually annotated with funtors, however, their topology wasmanually revised. The topology of the new tetogrammatial tree strutures isgenerated automatially from the analytial tree strutures. If this proeduregenerates also some topologial mistakes in the trees, then these mistakes willinevitably inuene the performane of the AFA system. Seondly, a part of theinvolved ditionaries was mined from the training data. If the new trees to beassigned represent sentenes with very distant topi and genre, then the reall ofthe ditionary-based methods is likely to derease, sine \new" words (those notobserved in the training set) will appear.Obviously, the real ontribution of the presented system, i.e., its usefulnessfor the annotators, an only be evaluated after a period of its use in the atualannotation proess.Future work. The potential of the AFA was undoubtedly not fully exploitedin this thesis. But the future improvements of the AFA system, whih will inreasethe reall while keeping the preision high, will probably require extensive utiliza-tion of linguisti resoures whih are not available yet (e.g., tetogrammatiallyannotated lexion of verb valeny frames) and a larger and more diverse trainingset of the PDT data. However, one an hardly expet a system that would beable to ompletely substitute the experts for the tetogrammatial annotation. Atleast not in the near future.
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Appendix AArmhair linguistis vs. orpus linguistisArmhair linguistis does not have a good name in some linguistisirles. A ariature of the armhair linguist is something like this.He sits in a deep soft omfortable armhair, with his eyes losed andhis hands lasped behind his head. One in a while he opens his eyes,sits up abruptly shouting, \Wow, what a neat fat!", grabs his penil,and writes something down. Then he paes around for a few hours inthe exitement of having ome still loser to knowing what language isreally like. (There isn't anybody exatly like this, but there are someapproximations.)Corpus linguistis does not have a good name in some linguistis ir-les. A ariature of the orpus linguist is something like this. He hasall of the primary fats that he needs, in the form of approximately onezillion running words, and he sees his job as that of deriving seondaryfats from his primary fats. At the moment he is busy determiningthe relative frequenies of the eleven parts of speeh as the �rst wordof a sentene versus as the seond word of a sentene. (There isn'tanybody exatly like this, but there are some approximations.) Thesetwo don't speak to eah other very often, but when they do, the orpuslinguist says to the armhair linguist. \Why should I think that whatyou tell me is true?", and the armhair linguist says to the orpuslinguist, \Why should I think that what you tell me is interesting?"Charles Fillmoore (1992)
79



80 APPENDIX A. ARMCHAIR LINGUISTICS VS. CORPUS LINGUISTICS



Appendix BList of FuntorsAll the following examples are authenti, they oured in the training set, and vieversa, the funtors whih did not appear in the training set at all, are not listed.ACMP Se �z�adostmi o v�yjimku je nutn�e seobr�atit na radu m�esta.ACT Moje �rma vyrobila na zak�azku zbo�z�� pro z�akazn��ka . . .ADDR V Plzni je st�anka�r�um k dispozii tr�znie . . .ADVS . . . do eny byt�u se prom��tne �rada faktor�u, zejm�ena v�sak amortizae.AIM Hospoda byla jen startem, polem k podnik�an��s masem a masn�ymi v�yrobky.APP Provoz m�a p�ree u�z sv�uj rytmus.APPS . . . v�sak ne�re�s�� z�akladn�� probl�em, a to voln�e,bezbari�erov�e pr�uhodnosti . . .ATT Samoz�rejm�e existuj�� po���ta�ov�e programy, kter�e vyu�z��v�ame . . .BEN Pro�t p�ripravuje pro sv�e �ten�a�re poradnu pro diky.CAUS V�ed�el d��ky letit�e praxi, �ze obyvatel�e z okoln��h dom�u . . .CNCS Od n�ej z��skal vnuk v�yte�n�e z�aklady, a� s�amvystudoval �skolu zam�e�renou na dopravu.COMPL Jako hlavn�� zlo vid��m velk�e mno�zstv�� dan�� . . .COND Kdy�z o n�ekom �rekneme, �ze je zlod�ej . . .CONJ V Prazei v jin�yh velk�yh m�esteh je poh�uzkov�y astolkov�y prodej na uli��h zak�azan�y.CPR Pokud budeme postupovat stejnou metodikou, jako je propo�tenfond praovn�� doby v N�emeku . . .CRIT Podle p�redb�e�zn�yh odhad�u se toti�z po���t�a . . .81



82 APPENDIX B. LIST OF FUNCTORSCSQ . . . vhodn�a pozornost dok�a�ze vytvo�rit prost�red��d�uv�ery a sympatie, tak�ze ur�it�e ledya bari�ery rezervovanosti se brzy rozplynou.DENOM �Sane pro movit�e n�ajemn��ky.DIFF Sou�asn�a da�nov�a soustava funguje o n�eo v��e ne�z rok.DIR1 Na za��atku je nejd�ule�zit�ej�s�� ujasnit si ��le a pak z esty neustupovat.DIR2 . . . jako kdy�z se prod��r�ate k�rov��m a v d�ali sv��t�� m�ytina.DIR3 Podnikatel m�a sledovat v�yvoj ve sv�em oboru a doslovat�ahnout svoji �rmu dop�redu . . .EFF P�ritom jen za materi�al pro uvedenou zak�azkujsme vynalo�zili p�res 150 tis�� korun.EXT Celkem zam�estn�av�am zhruba stovku lid��.ID Je tu pro v�as p�ripravena rubrika Da�nov�y porade.INTF Uv�edomuje se, �ze u n�as by to ne�slo . . .INTT A kuha�r, kter�y vynikaj���� pokrmy p�riprav��,se p�rijde za uzn�an�� host�u pod�ekovat.LOC V Plzni je st�anka�r�um k dispozii tr�znie . . .MANN Klidn�e jsem mohl sesko�it a d�al d�elatve st�atn��m podniku, ni by se nestalo.MAT Firma produkuje na pades�at sortimentn��h druh�u p�ark�u, . . .MEANS Nedat na prvn�� dojem, jak�ym na n�as z�akazn��k p�usob�� . . .MOD Podnik�an�� je bezpohyby krut�a d�rina, ale kr�asn�a.NORM Snad na z�aklad�e reklamy, i kdy�z se zd�a, �ze tentokr�at . . .ORIG . . . nen�apadn�y �lov���ek, z n�eho�z se m�u�ze vyklubat �spi�on . . .PAR Za�al jsem, �rekn�eme, jako provazohode.PAT Napsali jsme novou urgeni.PREC Myslel jsem si toti�z, �ze u�z v�sehno um��m.PRED Zab�yv�am se mezin�arodn�� kami�onovou p�repravou.REG Drobn�ej�s�� podniky se tak�e �u�elov�e sdru�zuj�� u v�et�s��h zak�azek.RESL Poliie tak jen bezmon�e p�rihl���z�� . . .RESTR Na�se platn�e pr�avo krom�e trestn�epr�avn�� odpov�ednost��umo�z�nuje postihnout neleg�aln�� metody . . .RHEM St�ale je�st�e mohou lid�e za���t.RSTR Kvalitn�� boty dnes stoj�� dvakr�at i �ty�rikr�at v��e . . .



83SUBS M��sto vlastn��ho rozhodov�an�� o sv�yh aki��h . . .TFHL Obuv na v�� ne�z jednu sez�onu vy�zaduje p�e�i i opravy.TFRWH P�uvodn�� rozhodnut�� vl�ady odro�eno z 1.4. na 1.5.THL D�elal jsem bez p�rest�avky el�e t�ydny, �asto v noi.THO K�rov�� je hust�e a �asto neprostupn�e.TOWH P�uvodn�� rozhodnut�� vl�ady odro�eno z 1.4. na 1.5.TPAR P�ri leto�sn��m ud��len�� eny Grammy byla . . .TSIN Od t�e doby uplynulo u�z n�ekolik m�es���u, . . .TTILL Na Va�se dotazy, kter�e n�am za�slete do redake do 5. dubna . . .TWHEN M�u�zeme je prod�avat i letos.
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Appendix CExamples of the analytial andtetogrammatial tree strutures
(a) Analytial tree struture

(b) Tetogrammatial tree struture

Figure C.1: Analytial and tetogrammatial tree strutures of the sentene\V�zdy�t ka�zd�y jin�y n�arod si sv�e osobnosti h�y�k�a, py�sn�� se jimi, a �esk�y st�at pr�av�ev sou�asn�e dob�e pot�rebuje sebev�edom�� dvojn�asob. "85



86 APPENDIX C. EXAMPLES OF ATSS AND TGTSS(a) Analytial tree struture

(b) Tetogrammatial tree struture

Figure C.2: Analytial and tetogrammatial tree strutures of the sentene\Zd�uraz�nuji ov�sem, �ze nep�ujde o slavn�e plak�aty ani enyklopedik�a hesla. "



87(a) Analytial tree struture

(b) Tetogrammatial tree struture

Figure C.3: Analytial and tetogrammatial tree strutures of the sentene\Snad se dohodneme, �ze alespo�n v p�r��pad�e nat�a�en�� v zahrani��� se sponzoringunevzd�ame."



88 APPENDIX C. EXAMPLES OF ATSS AND TGTSS(a) Analytial tree struture

(b) Tetogrammatial tree struture

Figure C.4: Analytial and tetogrammatial tree strutures of the sentene \Je�st�ezaj��mav�ej�s�� jsou v�sak po�rady v�enovan�e afropopu, jak�e nenajdeme ani na p�r��li�sanglo�lsk�em MTV."



Appendix DEquivalene lasses of verbs with respet totheir valenyThe following list ontains the ten largest equivalene lasses that were induedby an equality relation de�ned on their valeny frames, as desribed on page 49.1. Class No. 1 (271 verbs), #4 : aktivovat, aktualizovat, bodovat, deformovat,dokon�it, hroutit, ignorovat, instalovat, kvasit, mobilizovat, monitorovat,obdivovat, odpraovat, odsouhlasit, ohl�ednout, okr�ast, okupovat, pohopit,podstupovat, pozm�enit, projektovat, prostudovat, prozkoumat, pro�set�rit,p�redpokl�adat, tradovat, utlumit, varovat, vyhutn�avat, vy�rknout, zap�r���init,zdra�zovat, zn�asilnit, zpohybnit, zpronev�e�rit, zvedat, zvl�adnout, . . .2. Class No. 2 (245 verbs), #4 #7 : t��t, dotovat, klestit, m�ast, m�ylit, narovnat,obt�e�zovat, odemknout, oslabovat, ovl�adat, pojmenovat, rozzlobit, uhv�atit,ujistit, ukon�it, u�zivit, v��tat, zakr�yvat, zapl�novat, zes��lit, zobrazit, . . .3. Class No. 3 (138 verbs), #4 #3 : doru�it, nab��zet, nelhat, ode-jmout, odep�r��t, odpustit, pod�rizovat, prezentovat, prodlu�zovat, projevit,p�redpov��dat, p�risl��bit, p�risoudit, re�z��rovat, sd�elovat, sni�zovat, sn���zit, vypr�set,vytknout, zam��tnout, zdanit, zp�r��stupnit, �s�efovat, . . .4. Class No. 4 (78 verbs), se #7 : budit se, doplnit se, l���it se, nal��tse, namalovat se, obhajovat se, o�zivit se, o�zivovat se, pobou�rit se, pol��t se,pominout se, prodlou�zit se, p�ri�init se, spasit se, tr�avit se, uj��t se, un�a�setse, utv�a�ret se, u�zivit se, vzru�sit se, zabezpe�ovat se, zaplnit se, zapl�novat se,zaslou�zit se, zast�relit se, znepokojit se, znepokojovat se, zv�et�sit se, . . .5. Class No. 5 (64 verbs), #4 #7 v 6 : harakterizovat, hrabat, korigovat,napodobit, napodobovat, obohaovat, obohatit, opom��jet, ovliv�novat, ov�e�rit,89



90 APPENDIX D. VALENCY EQUIVALENCE CLASSES OF VERBSpodep�r��t, podv�ad�et, po�skodit, po�skozovat, prov�e�rit, prov�e�rovat, p�redh�an�et,p�redstihnout, p�rekonat, p�rekon�avat, p�rekvapit, p�rekvapovat, p�rev�y�sit, s��lit,ubezpe�it, up�rednost�novat, zabrzdit, zabydlet, zdokonalovat, zhor�sit, zjednodu�sit,zjednodu�sovat, . . .6. Class No. 6 (64 verbs), #4 #7 #3 : dosv�ed�it, garantovat, kompenzo-vat, komplikovat, nahradit, nahrazovat, od�uvod�novat, oplatit, podepisovat,potvrdit, potvrzovat, protrhnout, p�rekazit, rozum�et, t�r��t, usnad�novat, vy-jad�rovat, vylep�sit, vylep�sovat, vyl���it, vyslovit, zabezpe�it, zma�rit, zm�e�rit,zni�it, zp�usobit, zp�usobovat, zt�e�zovat, zt���zit, . . .7. Class No. 7 (58 verbs), si #4 : hv�alit si, hytnout si, domyslit si, kl�astsi, nad�elat si, obej��t si, pl�anovat si, pokazit si, popudit si, prohl�ednout si,p�redej��t si, p�remoi si, p�ripisovat si, rozdat si, rozmyslit si, sl��bit si, ujasnitsi, vyp��t si, vyslehnout si, vysv�etlit si, vytknout si, vy���tat si, zm�e�rit si,�r��k�avat si, . . .8. Class No. 8 (53 verbs), se #7 v 6 : konkretizovat se, ot�r�ast se, podep�r��tse, pohor�sit se, prohloubit se, projevit se, p�redh�an�et se, p�re�z��vat se, rozh�ybatse, rozmno�zovat se, rozv��jet se, ujistit se, uji�s�tovat se, utvrdit se, uv�estse, zahltit se, zast��rat se, zav�est se, zdokonalit se, zhor�sovat se, zlep�sit se,zmen�sovat se, zm��tat se, zpevnit se, zpomalit se, zradlit se, zt�eles�novat se,. . .9. Class No. 9 (51 verbs), se s 7 : hr�at se, h�adat se, milovat se, m�e�ritse, nam�ahat se, obejmout se, obj��mat se, o�zenit se, poh�adat se, poprat se,poradit se, prohodit se, p�rit�ahnout se, sbli�zovat se, sehr�at se, seznamovatse, sezn�amit se, shled�avat se, slou�it se, smi�rovat se, sm���rit se, soudit se,st�ret�avat se, tahat se, ut�e�sovat se, vadit se, vodit se, vsadit se, vypo�r�adatse, v��tat se, zapomenout se, ztoto�znit se, �zenit se, . . .10. Class No. 10 (48 verbs), #4 v 6 : brzdit, h�ajit, koupat, nav�st��vit, novel-izovat, podporovat, podpo�rit, preferovat, prolomit, provozovat, p�ree�novat,rozhodnout, rozpou�st�et, tolerovat, vyjmenovat, vylosovat, vytu�sit, v�eznit,zhasnout, zmi�novat, zm��nit, ztv�arnit, zt�eles�novat, zu�zovat, zv�yhod�novat,z�u�zit, . . .


