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AbstractA logical grammar is presented that employs (kinds of) dependency rela-tions as its basic categories, rather than constituents. The aim with thisdependency-based logical grammar is to provide a calculus for doing analy-sis based on the description of natural language as provided by Sgall et al([46, 45]) and Petkevi�c ([42]).
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Motivation : : : ò��o& '���! ����! ���� ���� !̀�� ��.: : : [the] way up [and] down [is] one and [the] same.Heraclitus, Diels-Kranz 22 B 601 IntroductionThe Prague School of Linguistics has a long standing as a tradition in thedescription of natural language. With the inception of the Prague Lin-guistic Circle in the 1920s started an approach to perceiving language in astructural/functional way - a perspective which found a mathematical for-mulation in Sgall et al's Functional Generative Description (FGD; [46, 45]),recently partly reworked by Petkevi�c where it concerned the relation betweendeep structure and surface form ([42]).FGD is a generative approach in the sense that it shows how di�erentlayers of language (for example deep structure, morphology, phonetics) in-teract with another for a speaker to formulate an utterance. The notion of`generative approach' can be understood in the Chomskian sense of encom-passing a generative base, on top of which transformations (or `transducers')are de�ned.A consequence of employing transducers is that it is less straightforwardto describe an analytic perspective employing FGD. Although higher leveldescriptions of the interpretation of utterances have been provided in termsof topic/focus-articulation (cf. Haji�cov�a's [8]), there is less formal explica-tion available for the analysis of utterances in terms of constructing theirdeep structures. Kos��k and Sgall developed in [24] an intensional interpre-tation of the deep structures, and the TIBAQ system [9] embodies a parserbased on FGD, outputting deep structures. Yet, neither of them presents aformal calculus for analysing surface forms in terms of deep structures.Therefore, what we would like to pursue is the development of a logicalgrammar which is based on FGD not only in the sense that it outputs thekind of structures in terms of which FGD describes natural language, butwhich also attempts to mirror FGD in the way a sentence is analysed. Inthis manuscript we present the basics for such a dependency-based logicalgrammar.
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2 OverviewWe commence the manuscript with describing (our understanding of) FGD.Of particular interest is the deep structure, or `tectogrammatical represen-tation', which elucidates how the strings of a sentence can be interpreted asplaying speci�c roles or `functions'. Possible `functions' are that of head, ordependent modifying a head by a particular dependency relation - whereby`functioning' as such is being conditioned by, and inuences, the actualstructure.It is due to this conception of structural sensitivity to the actual construc-tion (process) that I opt for developing a logical grammar along the lines ofmultimodal logical grammar. In multimodal logical grammar, we conceiveof a sentence as being built up by words that are combined by -possibly-di�erent modes of composition. That makes multimodal logical grammardi�erent from traditional type-logical (categorial) grammars, where there isonly one mode of composition (namely, � with its left- and right-residualsn; =). The advantageous aspect of having multiple modes of compositionis that we can take each mode to stand for modeling a speci�c, structuralphenomenon (like movement, binding, extraction, etcetera). A grammati-cal sentence is therefore a sentence in which such structural phenomena arecombined in a proper way. To ensure such proper-ness, our analysis is maderesource-sensitive, that is, sensitive to the structure already formed.Various approaches to multimodal logical grammar are around, eachcoming with their own philosophy and the unavoidable advantages and dis-advantages. Chapter 2 gives a general introduction to multimodal logicalgrammar, discussing the ideas behind multimodal logical grammar and re-viewing how these ideas are realized in the approaches open to us.From then on, I will become more concerned with developing dependency-based logical grammar, or dblg for short. Chapter 3 discusses the basics ofdblg. These basics include the logic frameworks for modeling compositionat the surface and in the deep dimension, and a formalization of the linguis-tic form/function relation. Subsequently, in chapter 4, I discuss the idea ofterm-assignment in proof-theoretical approaches to syntax, and argue howterms (of a �-calculus) can be perceived of as dependency structures whichare built up during analysis.Chapter 5 discusses two extensions to the basics of dblg. The �rst exten-sion concerns so-called \mixed categories" which allow for surface categoriesto include constraints on their functional interpretation, and for deep cate-gories to include constraints on functional realization. The second extensionconcerns structural indications of informativity - the syntactic preliminariesof a sentence's topic and focus articulation.The report �nishes with a brief discussion of dblg as a dependency-basedframework for natural language syntax.The contribution I hope to make with the theory developed in this report5



is as follows. To start with, I attempt to provide a logical grammar which,in its rudimentary form as presented here, shows how analysis can be donecovering a small part of FGD. Relative to the more general setting of type-logical grammars, dblg exempli�es that not all type-logical grammars needto be in the spirit of Categorial Grammar1.AcknowledgementsVarious people have, at one point or another, been substantial in the development ofthis manuscript's ideas. In particular I would like to thank (in alphabetical order)Tom Cornell, Eva Haji�cov�a, Mark Hepple, Dirk Heylen, Uwe M�onnich, MichaelMoortgat, Karel Oliva, Valeria de Paiva, Jarmila Panevov�a, Niki Petkevi�c, Sa�saRosen, Petr Sgall and Mark Steedman for there time and e�orts. Of course, theyshould be excused for any remaining errors, since those are my own. Furthermore, Iwould like to thank the International Centre of the University of T�ubingen, and theDepartment of Computer Science of the University of Birmingham, for �nanciallysupporting short stays at the respective universities during which earlier versions ofthis manuscript were presented, and the University of the Saarland for �nanciallysupporting a stay in Saarbr�ucken, during which various improvements to the theorywhere made thanks to discussions and joint research with colleagues there. Finally,thanks are due to Herman Hendriks for the quotation gracing the beginning of thischapter (and, more importantly, the accompanying LATEX code).This manuscript was typeset using LATEX2", the AMS-LATEX distribution, andthe theorem, proof, covington and epic macro packages.The research reported in this manuscript was supported by the Grant Agency ofthe Czech Republic (GA�CR) 405/96/K214, and the Ministery of Education ProjectNo. VS96151.

1Other examples being Cornell's characterization of Minimalism in terms of type-logicalgrammar, [3], and Johnson's resource sensitive version of Lexical-Functional Grammar, R-LFG [21, 22] 6



Chapter 1Functional Generative Description1 IntroductionThe framework of Functional Generative Description (FGD) has been devel-oped within the Prague School of Linguistics as a functional approach to thedescription of language. It describes, in a systematic way, the main proper-ties and principles of language by showing how di�erent layers of languageinteract with one another in order for a speaker to formulate an utterance.FGD is thus a strati�cational approach, which is functional in the sensethat a linguistic function (e.g. dependency) at one level is realized by a formin the next lower level1. The strati�cation employed is usually referred toas the system, or strata, of language, and encompasses the following levels:1. Deep structure, or tectogrammatical representation.2. Morphonemics.3. Phonemics.4. Phonetics.A speaker's intention to convey particular information (or, in otherwords, to let the utterance have a particular content) is consequently per-ceived of in the following way. Given (extra-lingual) content, it is postulatedthat the speaker has a deep structure or tectogrammatical representation(see section 2 below) that relates that content in a linguistic fashion. Basedon this representation, a surface structure can be generated, whose elementsin turn can be subsequently processed (transformed) through the phonolog-ical and -�nally- phonetic layers to arrive at an 'audible/graphemic output'.Here, we are primarily concerned with relation between the `surface form'and the deep structure. Thereby, the surface form is positioned at the stra-tum of morphonemics, and is conceived of as a sequence of strings. For futurediscussions it is important that we make explicit here that we do not con-ceive of a global notion of surface syntax. That is, the relation between thesurface form and the deep structure is really one of realization/interpretation1The notions of `lower' and `higher' are to be understood as follows: Deep structure isthe highest level, phonetics the lowest. 7



8 Chapter 1. Functional Generative Description- we do not �rst transform the deep structure into a `surface structure' withits own syntax, and subsequently transform that `surface structure' into asurface form 2.To give an example of the approach, consider that we want to convey (inCzech) that the little girl is beautiful. So, to begin with, we have somethinglike the following as our deep structure:����� @@@@@qbeq qlittle girl beautifulActor Manner
Figure. Deep structure little girl-be-beautifulSubsequently, to realize this as a surface form, we take the strings corre-sponding to the items in the tectogrammatical representation, and transformthem into proper forms showing their respective functions at the deep level.Thus, the string corresponding to \little girl" gets declined as a nominative,expressing its Actor-function.What is interesting to note is that there are several possibilities to re-alize \little girl" in Czech. We have \d��vka" and \d�ev�ce" (and accordingly,\kr�asn�a" and \kr�asn�e" as the respective realizations of \beautiful"). Withregard to the tectogrammatical representation, we need not be concernedwith those possibilities though - such is a matter of the surface form:(1.1) D��vka je kr�asn�a.(1.2) D�ev�ce je kr�asn�e.are both realizations of one and the same tectogrammatical representa-tion expressing that the little girl is beautiful. In other words, a tectogram-matical representation is highly economical.The formal core of the FGD was laid down in as early as the sixties,culminating in Sgall et al's [46]. There, the writers were primarily occupiedwith providing a "mathematically -thus linguistically- interesting" descrip-tion of (linguistic) meaning. Extensive empirical support for the developed2Later on, we will see that there are in DBLG mechanisms that may be interpreted asembodying a localized notion of surface syntax - particularly where the grammaticalityof a sentence depends purely on realization, vz. the use of function words like exple-tive pronouns. However, rather than saying that a verb like `rain' takes no Actor butneeds something like a \grammatical subject", we specify the verb as needing an expletivepronoun `it' with its realization.



2. Tectogrammatical Representations 9formalism was provided by Sgall et al in [45] and various articles. Recently,the formalizations provided in [46] and [45] were reformulated by Petkevi�cin [40], [41], and [42] in terms of contemporary grammatical constructions.Below a more in-depth description is given of FGD, whereby we focus onthe tectogrammatical representation (TR) and its relation to a surface form3.The two basic reasons for paying special attention to the tectogrammaticalrepresentation is that it plays a pivotal role in whatever perspective we take:� From a generative point of view, a TR is the starting point for gener-ating an audible output.� From an analytic viewpoint, a TR expresses the exact linguistic mean-ing of the sentence under analysis (provided the sentence is grammat-ical).2 Tectogrammatical RepresentationsThe term 'tectogrammatical representation' was introduced by H.B. Curryin [4] as the representation signifying how expressions represent processesof construction (cf. [5]). Applied to linguistics, we can understand a tec-togrammatical representation thus as expressing how the interpretation ofthe sentence should be construed, or could be reconstrued. The tectogram-matical representation of a sentence delineates, or provides \guidelines", howthe utterance's sense should be established. Succinctly put, the sentence'sTR gives its \meaning potential" as far as structured by the language ratherthan by the extralinguistic content the sentence may have.Within a TR, the following dimensions of linguistic meaning are ex-pressed for the entities making up the representation4:(i) Dependency relations;(ii) Coordination and apposition (if applicable);(iii) Contextual boundness (CB) or nonboundness (NB);(iv) Deep word order;(v) Grammatical coreference.In the next subsections we will provide more detail.3Other levels, though clearly belonging to FGD, are not treated of in our framework.4That is, these features have been formally treated of by Petkevi�c in [41] and [42].



10 Chapter 1. Functional Generative Description2.1 Dependency RelationsThe basic entities that make up the TR are called semantemes. A se-manteme can either be an entry from a lexicon Lex, or a more complexcoordination/apposition-construction (see below).The main structure of the TR arises from how the various semantemesare related to one another via dependency relations. In such a relation, onesemanteme (the dependent) is said to modify another semanteme (the head)via a speci�c kind of dependency relation. Because heads can be modi�edby multiple dependents, whereas a dependent can only be related to onehead, a TR can also be depicted as an n-branching tree structure calleda dependency tree. Distinctive about dependency trees is that it does notcontain any nonterminal nodes, like a phrase-structure tree. See also theexample tree on page 8. The main reason for the di�erence with phrase-structure trees is rather simple, though, if we perceive matters from ananalytic perspective: A dependency tree is an (economic) representation ofthe product of analysis, whereas a phrase-structure tree is a representationof that very process of analysis.Given the set D of kinds of dependency relations we discern for a givenlanguage, the following distinctions can be made:� Inner participant (IP) versus free modi�er (FM): an inner participantis a dependency relation via which a head can only be expanded atmost once, whereas a head can be expanded any �nite number of timesvia dependency relations classi�ed as free modi�ers.� Obligatory versus optional : An obligatory dependency relation for aspeci�c word indicates that it must be expanded via this dependencyrelation, whereas an optional dependency relation only indicates thepossibility for expansion.The IP/FM-distinction partitions our set D, whereas the distinctionobligatory/optional is relative to a speci�c word. The two distinctions arerelated in that, for a word w, the set of dependency relations along which wmust be expanded is a subset of the union of the inner participants and freemodi�ers applicable for w. Which brings us to how words are speci�ed inthe lexicon - because it is there that words and their individual informationare given.2.2 Lexical InformationAn entry in the lexicon speci�es for a given word its graphemic form, itswordclass, and its valency frame. The graphemic form given is the unin-ected form of the word. Regarding the word's wordclass, we have to makea distinction between words that do get represented in a TR, and thosethat don't. Those words that do get represented have one of the following



2. Tectogrammatical Representations 11wordclass: Verb (v), Noun (n), Adjective (adj), Adverb (adv) or Pronoun(pro)5. These words are also called auto-semantic.Yet, there are also words are found in the sentence, but that do notget represented in the sentence's TR (as individual semantemes/nodes ina tree). Among these are function words and auxiliary verbs. Functionwords, like prepositions, can be perceived of as means to realize dependencyrelations: For example, if we have a noun Prague expanding a noun housevia a LOCATION dependency relation, then we could have a TR lookingas follows:(1.3) house Location hPragueiand realizations(1.4) (Czech) \byt v Praze"(1.5) (English) \(a/the) house in Prague"Therefore, resulting from the distinction between deep structure andrealization as a surface form, function words are not represented6 Similarly,auxiliary verbs are not represented, since they can -essentially- be perceivedof as means to realize a verb's Tense, Modality, et cetera7Finally, the lexical entry for a word provides its valency frame. A word'svalency frame speci�es via which dependency relations a word can be ex-panded. It is possible that the valency frame is empty; if it is not, then foreach dependency relation it is speci�ed whether it is obligatory or optional.Usually, we also specify whether a dependency relation is an inner partici-pant or a free modi�er. As an example, consider the following (simpli�ed)lexical entry for `bought'`bought': buy - v - ActorIPOBL, PatientIPOBL, LocationFMOPT .The entry speci�es that the verb must have an Actor and a Patient, andmay have one or more modi�ers expanding it as Location. Thus, what thislexical entry `speci�es' are realizations like the following, with the *'d onesbeing incorrect:(1.6) I bought a ticket.(1.7) *I bought.(1.8) I bought a ticket at the travel agent's.(1.9) I bought a ticket at the travel agent's in Prague.5Whereby a further division of Pronoun can be made (cf. [42], p.17, where Petkevi�crefers to work by Machov�a).6Below we will see more examples of function words, like connectives in coordination.7An issue to be resolved is how modi�cations of auxiliary verbs should be represented.



12 Chapter 1. Functional Generative Description(1.10) *I bought in Prague.The reader may observe here a similarity between FGD's valency frames,and the �-frames of Government & Binding-theory (cf. [7]). theta-framesspecify the argument-places or �-roles of the verb, conceived of as a pred-icate. Yet, the di�erence between theta-frames and valency frames is thatthe former only include the argument places that must be �lled, whereasthe latter also includes argument places which may, but need not, be �lled.Such may be seen as a consequence of the two-dimensional classi�cation ofdependency relations8.2.3 Coordination and AppositionAs we already mentioned above, a semanteme need not correspond to alexical entry; it may also be a more complex coordination/apposition-unit(c/a-unit). A c/a-unit is a semanteme on its own: it symbolizes the whole,arising from the members coordinated in a speci�c way. There are variousreasons to make the whole as such identi�able. A c/a-unit can itself functionas head, or as modi�er, and it is particularly in the latter case that we canobserve the need for a linguistic meaning of the whole, distinct from itsmembers. Namely, take for example the sentence(1.11) The cat and the dog are playing together.We have a c/a-unit consisting of cat and dog, whereby the number ofthe whole is plural even though the members are each singular. Since the`are' requires a plural actor, it is by reference to the coordinated membersas a whole that we can judge this sentence grammatical9.2.4 Contextual Boundness/Nonboundness, and Deep WordOrderContextual boundness and nonboundness are primary linguistic notions usedto classify semantemes in a tectogrammatical representation as reecting aspeaker's disposition towards the actual state of a�airs talked about, andhis e�orts to accommodate the hearer's needs as to be able to interpretwhat the speaker intents to convey (cf. [45], p.177). Thereby, contextualboundness can loosely be compared to indicate what is salient, `given', re-coverable from the already established discourse context; whereas contextual8A note should be made here on \the" Praguian notion of `valency frame'. The remarkmade here holds for `valency frame' as Sgall puts it forward. Panevov�a employs a notionof `valency frame' in which only the obligatory slots are represented, which thus mirrorsGB's notion of `�-frame'.9Yet, as Petkevi�c notes in [42] (p.18), representing a c/a-unit as a special complexsemanteme consisting of its main members does not come without a price. Various formaland internally linguistic di�culties have to be overcome to make it work - cf. (ibid).



2. Tectogrammatical Representations 13nonboundness is similar to `novelty', not indicating a reference to somethingestablished but signalling the introduction something new into the context,or the modi�cation of something recoverable.Whether an element of the tectogrammatical representation is CB or NBdepends on the placement of the modi�er relative to the head, and othermodi�ers of that head. More speci�cally, we can de�ne for each languagea standard ordering in which modi�ers (dependency relations) are to bearranged - the systemic ordering. The systemic ordering is a total orderingover all possible dependency relations, and is also reected in a valencyframe: for all dependencies Di, Dj in that valency frame, it holds that Di�so Dj implies that Di precedes Dj in the valency frame. Now, roughlyput, whenever a modi�er occurs in a position di�erent from the position inthe systemic ordering, it is judged CB; only if the position complies withthe systemic ordering, it can be judged NB10.In the tectogrammatical representation we note what elements are CBor NB by simply labelling them as such. If we view the tectogrammaticalrepresentation as a dependency tree, we put elements that are CB relativeto a head and its modi�ers to the left of that head, and the NB elements tothe right, all the while maintaining projectivity. For example, consider thefollowing two sentences (capitals indicating stress):(1.12) ErnstErnst �selwent doto Seattle.Seattle.En: Ernst went to Seattle.(1.13) DoTo SeattleSeattle �selwent Ernst.Ernst.En: Ernst went to Seattle.The corresponding tectogrammatical representations and dependencytrees would be:(Ernst:Actor)CB go (Seattle:Direction)NB����� @@@@@qgoq qErnst SeattleActor Direction (Seattle:Direction)CB go (Ernst:Actor)NB����� @@@@@qgoq qSeattle ErnstDirection Actor
10Of course, reality is more complex. In chapter 5 we discuss the relation betweensystemic ordering and CB/NB-ness in more detail. See also [45] and [8].



14 Chapter 1. Functional Generative DescriptionFigure. Displaying CB/NB-ness in dependency trees/TRsFinally, we should make some notes concerning the CB/NB-ness of verbalheads. The boundary between the CB elements and the NB elements isalways posited around the head of the clause: Either the head is deemedCB, resulting in a boundary right after the head, or the head is NB, meaningthat the boundary is right before the head. In the above examples, we didnot talk about the head's CB/NB-ness - such involves a more elaboratediscussion which we reserve for chapter 5.As for the relation between the deep word order and the surface wordorder is that the instantiation of a tectogrammatical representation in whichall modi�ers are ordered according to the systemic ordering, results in asurface form which corresponds to the standard surface word order. Inchapter 4 we will discuss this in more detail.2.5 Grammatical CoreferenceGrammatical coreference concerns phenomena like the reference of a relativepronoun to an antecedent noun (or, possibly, pronoun), control, and reexivepronouns. FGD formalizes the identity between the relative pronoun and itsantecedent by means of a relative path between the two. From the generativeperspective, such a path should serve for the transducers that create theproper surface forms to transfer the antecedent's grammatical categories ofnumber and gender to the relative pronoun during the transduction ([42],p.22).The following examples provide arguments for viewing such a path nec-essary (for generation):(1.14) Ich sah einen Politiker, welcher klug war.(1.15) *Ich sah ein M�adchen, welcher h�ubsch war.In example (1.14) the relative pronoun \welcher" refers to \Politiker"and has the proper number (singular) and gender (masculine). Example(1.15) is incorrect in that \welcher" has an improper gender - \M�adchen" isneuter, not masculine.Petkevi�c discusses in [42] and [41] more complex forms of grammaticalcoreference as well. Because we are not concerned with grammatical coref-erence in this manuscript, we will reserve discussion for a future occasionand leave the issue by noting its basic construction.



Chapter 2Multi-Modal Logical Grammar1 IntroductionMulti-modal logical grammar (mmlg) is a grammar in which we model gram-maticality using not just one mode of composition, but several modes. Eachmode can be used to model a speci�c, syntactic phenomenon. A mode is de-�ned using a small logic, that formalizes the mode's behavior. Consequently,a mmlg can be conceived of as a hybrid system of small logics.When performing syntactic analysis with such a grammar, several issuesare of importance: How do we know how di�erent modes (i.e. di�erentsyntactic phenomena) can be combined, and how do we know when a modecan be employed?The �rst issue concerns the architecture of the grammar as a hybridsystem of logics. Rather than having a collection of individual, isolated log-ics, we should make sure that logics can communicate. We can make logicscommunicate by including rules that specify how modes can co-occur orinteract, and rules that enable us to \move" between logics. By moving be-tween logics we will understand the possibility to employ a mode X insteadof a mode Y , whereby X allows a slightly di�erent logical behavior than Y .An example of this is the move from a mode of composition that only allowsfor canonical-order composition to a mode allowing for non-canonical-ordercomposition.Of course, we should make sure that not every mode can be employed injust about every situation. A more linguistic perspective on this issue maybe illuminating. Recall that modes are used to model speci�c structuralphenomena. Now, how to interpret a phenomenon observable in a sentenceas being a speci�c syntactic construction is usually taken to depend on thecontext in which the observed phenomenon occurs. A similar viewpoint istaken in in mmlg.Namely, while analysing a sentence, we slowly build up a structure that isa (partial) recognition of the sentence. The structure shows the sentence'swords that are covered, and the modes by which these words have beencombined (i.e. the actual structure). It is with respect to this alreadyformed structure that any further step in an analysis is to be made: Whethera phenomenon can be analysed as a speci�c syntactic construction, therebythus employing a particular mode, will depend on whether the mode can be15



16 Chapter 2. Multi-Modal Logical Grammarused in the context of the already employed modes. Thus, as long as themode to be used can properly interact with the available structure, we cancontinue our analysis. Otherwise, we can try to see whether the grammarallows us to move to another mode of composition, and if so, whether thatmoved-to mode would provide an outcome1.Recapitulating, an important observation is that the use of modes issensitive to, controlled by, the already established context. The alreadyavailable structure, establishing a context in which further analysis is toproceed, has the more general (logical) name \resource", and logics likemmlg are said to be \resource-sensitive" due to the role of resources inanalysis.The reader may still wonder where we get these \modes" from in the�rst place. An answer to that is that, as is common in categorial grammars,we have a lexicon that contains entries giving what categories words have.In essence, a word's category either simply gives a simple wordclass, or itelucidates how the word may be combined with other words in a well-formed(grammatical) fashion. In standard (applicative) categorial grammar [2] wecan encounter categories like np n (s=np), saying that the verb (s) needs tocombine to its right with a noun phrase (\s=np"), and to its left with a nounphrase. If we take the right noun phrase as the object, and the left nounphrase as the subject, npn(s=np) thus gives the category of a transitive verb.However, whereas applicative categorial grammar only knows one mode ofcomposition (� and its left- and right-residuals, n and =), mmlg has multiplemodes. Therefore, a lexical entry's category will not only specify with whata word will combine, but also how - thus, using what mode of composition.The name of the mode will be subscription to the slashes, so np ni (s=jnp)says that combination to the right is to use a mode j whereas combinationto the left uses a (possibly di�erent) mode i.The next section describes in more detail the general architecture of ammlg.1.1 General ArchitectureEssentially a mmlg consists of two parts: A model theory, and a proof the-ory. The model theory describes, in mathematical sense, the structures wewant to consider as valid - well-formed. Modes of composition are inter-preted on the model, an interpretation de�ning the intended semantics of amode by specifying how it can take one or more valid structures and turn itinto another valid structure. Or more precisely: a model is a set of possibleworlds, each world being a grammatical structure, and modes are de�nedby accessibility relations between worlds (and conditions on the accessibilityrelations).1If we �nd, in the end, no possibility to continue our analysis towards complete coverageof the sentence, we conclude that the sentence is ungrammatical.



1. Introduction 17The proof theory de�nes the actual mechanisms how to employ themodes in analysis, whereby we ensure that that employment exactly followsthe intended semantics of the modes. The relation between an inference car-ried out within the proof theory and the grammaticality of the structure thatis formed by that inference is then follows. By exactly following the intendedsemantics of the modes, every step in the proof will result in a structure thatis interpretable in the model theory - thus, a grammatical structure. Beingable to carry through a proof until the entire sentence has been analysedthus means, in other words, that the sentence is grammatical. The kind ofproof system generally used is that of a labelled deductive system [6]. A la-belled deductive system is a system for deduction where we put labels to theformulas, and let our inferences manipulate pairs hlabel; formulasi ratherthan just formulas. In the case of mmlg, we use the form R ` C : S with Rthe resources (label), C the category (formula), and S the interpretation ofthe inference process.In the introduction we already mentioned that a mmlg not only de�nesindividual logics for the modes of composition, but also -by necessity- needsto specify how these modes work together. This we do in the proof theory.From a more logical perspective, the proof theory can be broken up intodi�erent kinds of rules1. The logical rules - de�ning the basic proof procedure.2. The structural rules - de�ning additional operations for use in a proof,like associativity, permutativity, weakening, contraction, etcetera (seebelow).3. Rules de�ning how structures composed using the same mode can becombined.4. Rules de�ning how one may move from one mode to another mode.5. Rules de�ning how structures composed using di�erent modes can beput together (i.e. how modes can interact).Abstractly put, a hybrid system of logics (a mmlg) arises if we de�nethe logical behavior of a mode in terms of what structural rules we may usewhen employing that mode, and how it co-exists with other modes availablein the grammar.People di�er in their opinion, though, about the exact nature of thesede�nitions, and what the intuitions are behind their formalizations. Frame-works for multimodal logical grammars have been separately proposed byMoortgat & Oehrle, Morrill, and Hepple. Below we discuss in more de-tail what Moortgat & Oehrle's and Hepple's frameworks amount to. ForMorrill's theory, we refer to [35].



18 Chapter 2. Multi-Modal Logical Grammar2 Moortgat & Oehrle's ApproachMoortgat & Oehrle ([32], [34]) propose one approach to resource-sensitivelogical grammars. On their approach, one starts with a rather strong baselogic (de�ning the basic proof procedure) and a set of structural rules de�n-ing logical behavior unavailable in the base logic itself.For example, as a base logic one can take the system known as NL, thenon-associative Lambek calculus. In that logic, associativity is unavailable,thus: (A �B) � Cdoes not deriveA � (B � C) (2.1)However, we can de�ne associativity as a structural rule. The idea isnow not to simply add associativity to the base logic, since this would leadto another logic (namely, Lambek's L). Instead, structural modalities arede�ned that regulate the applicativity of structural rules, providing the pos-sibility to make the `extra' behavior (associativity) available in a controlledfashion. Once a term is decorated with a particular structural modality, thestructural rule(s) accompanying the modality become available.For example, we could formulate associativity to hold for those termsdecorated with a 3a:(A � B) � C3ais the same asA � (B � C3a) (2.2)Now we would have a controlled access to associativity. We can do asimilar thing for permutation, i.e.D � C3pis the same asC3p �D (2.3)making permutation available whenever a term is decorated with 3p.The picture that evolves this way is that modes are de�ned in terms of a(strong) base logic like NL, and we can provide limited additions to the ratherrestrictive behavior of NL by means of structural modalities, allowing accessto various structural rules. Logically speaking, the structural modality 3aintroduces behavior that is available in L, and 3p behavior from the VanBenthem-Lambek calculus NLP (cf. [51]). Furthermore, if we would de�neinteraction between 3a and 3p then the associative, permutative Lambekcalculus LP also comes in reach2.Recapitulated, starting with a base logic, and adding structural rulesde�ning additional logical behavior made accessible in a controlled way,2A speci�cation of the interaction between 3a and 3p could be given using Moortgat's[32] rules of mixed commutativity (MC) and mixed associativity (MA).



3. Hepple's Approach 19this leads to an entire landscape of logics through which one can travelalong the roads opened up by decorations. If we add (sensitivity to) thehead/dependent asymmetry (`dependency') to associativity and permuta-tion, we obtain the following picture (cf. [32])LP���� @@@@DLP LNLP ���� @@@@����@@@@���
�@@@@ DL NLDNLP DNLFigure. Resource Logical Landscape (Moortgat & Oehrle)A particular detail of Moortgat & Oehrle's approach is that the transi-tion from one mode of description to another mode, like A �iB ) A �j B, isconceived of as a loss of structural information. There are good argumentsfor seeing matters that way. For example, it enables one to \forget" infor-mation, so that only that information is taken into account which is relevantto treating the phenomenon speci�ed by the mode transfered to. A down-side of this approach is that, however, a large number of modes are needed,each with their own axioms, to deal with di�erent `information needs'. Adescription of a reasonably complex linguistic phenomenon may thus easilybecome daunting - if not to construct, then to decipher.3 Hepple's ApproachHepple, on the other hand, proposes an approach in which he focuses on a hy-brid system of logics. Instead of using a particular base logic, one commenceswith de�ning the logical behavior common to all logics, and completes thisbasic set of rules by structural rules the application of which is controlledby structurally atomic modes.For example, one may consider modes n and c that are non-associative/non-permutative and associative/permutative, respectively. One major di�er-ence with Moortgat & Oehrle's approach is thus that here a logic (in thesense of L, NLP, etc.) is de�ned as the set of basic rules plus a subsetof the structural rules. There is no real base logic: All logics \peacefully



20 Chapter 2. Multi-Modal Logical Grammarcoexist" in this system, and therefore any logic can be used to encode lexicalinformation.Whereas movement between logical systems was achieved in Moortgat &Oehrle's approach by making available `extra-logical' behavior with respectto some base logic, we move -in Hepple's system- between logics by so-calledlinkage axioms. These are structural rules that specify the linkage betweenmodes3. Consider for example the following three modes: n (no access toassociativity nor to permutativity), a (access to associativity, but not topermutativity), and p (access to both associativity and to permutativity).Then, the next two axioms would enable us to use a instead of n (and viceversa)A �n BA �a Band to employ p instead of a (and vice versa)A �a BA �p BThus, we could move from the base+n to base+ a to base+ p to obtainmore freedom, and from base + p all the way back to base + n to regain amore constrained regime.Important about this movement is that Hepple understands the transi-tion between modes as providing more information (cf. [14, 15]). X �o Y ,Y �o X is conceived of as indicating that both orderings are possible usinga mode �o rather than that the ordering is unknown. Thus, modal interac-tion increases our information by elucidating alternative possibilities. Whatis particularly compelling about this view is that, consequently, multiplemodes need not be individually stipulated, but can be made derivable froma small set of structural atomic modes.Some �nal remarks concern modes, and the equivalence of the two ap-proaches presented. When conceiving of modes, Hepple's approach stressesstructure and combination, whereas Moortgat & Oehrle rather phrase theirmodes in terms of use of resources. However, logically speaking, both ap-proaches can be proven to be equivalent - see Kurtonina's [26] and Kurtoninaand Moortgat's [27].3This is one subset of structural rules. The other structural rules, called interactionaxioms, describe possible interactions between elements combined by the same modality;for example, associativity and permutativity are interaction axioms.



Chapter 3Basic Dependency-Based LogicalGrammar1 IntroductionMy aim in this chapter is to develop the basics of Dependency-Based LogicalGrammar (dblg), a mmlg-framework for dependency-based descriptions ofnatural language syntax. Succinctly put, dependency-based theories of lin-guistic grammar describe syntax of natural language in terms of di�erentkinds of semantically motivated dependency relations, and heads and de-pendents that are relations by such dependency relations. The distinctionbetween heads and dependents expresses a (directional) asymmetry: Whenstanding in a dependency relation, a head is said to govern the dependent;or, conversely, the dependent modi�es the head.The head/dependent-asymmetry as such is found in various formal the-ories of linguistic grammar, not all being dependency-based: For example,Head-Phrase Structure Grammar (hpsg, [43]) takes the asymmetry as fun-damental, and there have been a number of proposals to add the asym-metry to Categorial Grammar ([1, 33, 16]). Thus, only the distinction thehead/dependent-asymmetry does not make a grammar dependency-based- we need to combine it with semantically motivated relations like Actor,Manner, etcetera, used instead of constituents/phrases to characterize sen-tential structure.To specify how a word may act as a head, it is given a valency frame thatspeci�es along what dependency relations it may be (or must be) modi�ed.The notion of valency frame can be compared to for example Government& Binding's notion of �-frame [7] or hpsg's subcategorization-list (thoughsee section 4 below). What the valency frame essentially expresses is ann-ary relation that subcategorizes for dependents that can (be interpretedto) modify the head along the speci�ed dependency relations.Tesni�ere speci�ed in his 1959 El�ements de syntaxe structurale depen-dency relations as acyclic, binary relations with the condition that eachdependent modi�es one and only head. A dependency structure, elucidatinghow dependents and heads are all connected by dependency relations (withthe possibility that heads themselves act as dependents of an other head),is of the form of a tree - a dependency tree. Although a syntactic tree, a21



22 Chapter 3. Basic Dependency-Based Logical Grammardependency tree is di�erent from a phrase-structure tree in that there areno nonterminals/intermediate nodes in a dependency tree (which is an im-mediate consequence of the fact that a valency frame subcategorizes directlyfor dependents/dependency relations)1.In a strati�cational approach to dependency-based grammar like FGD(Chapter 1), a description of syntax proceeds by explaining the relationbetween the morphological form of a word (or group of words) and thefunction it might be interpreted to have, and how functions �t togetherinto valency frames. What is particularly strati�cational here is that adistinction is made between the linguistic level at which morphological formsare observed, and the level at which functions are composed in dependencystructures.Let me �x some terminology for the remainder of the discussion:� By a `form' or `wordform' I will understand a morphological form ofa word, and the level at which we observe forms will be termed the`surface dimension'. A sequence of forms (and possibly, function wordslike prepositions, [45]) I will call a `sentence'.� By a `function', or a `dependent', of kind � I will understand a depen-dent that modi�es a head along a dependency relation �.2 The levelat which functions reside will be called the `deep dimension', and it isthere that dependency structures are composed.If we want to formalize this conception of \strati�cational dependency-based theory of natural language syntax" as a multimodal logical grammar,how do we proceed? Starting with the surface dimension, I will de�ne thebasics of a logical grammar enabling one to de�ne simple (binary) modes(`surface modes') for forming larger groups of wordforms, and to expressmorphological form in terms of features. Categories found at this level arede�ned purely in terms of simple wordclasses and the residuals (slashes) ofthe surface modes.Subsequently, I de�ne the basics of a logical grammar for the deep di-mension. Because I am interested in composing dependency structures usingn-ary valency frames, the modes of composition here (`deep modes') will notbe binary, but n-ary. Furthermore, the categories we are dealing with areformed around kinds of functions or dependents (as above) and the residuals1I would like to argue that the di�erence is conceptual rather than fundamental: Aphrase-structure tree is a derivation tree, showing how the tree can be constructed as aprocess of analysis, with all its intermediate steps - a dependency-tree on the other handrepresents the product of an analysis, not the derivation itself. However, such a derivationtree can easily be obtained from a proof constructing a dependency-tree.2Thus, whereas traditionally the dependency relation is used as a label to an arc in thedependency tree, we now use the dependency relation as a label (classi�cation) of a nodein the tree. Formally this makes no di�erence.



2. Example 23of the deep modes. It is the combination of these categories with composi-tion modeling composition-by-valency-frame (i.e. head-oriented) that makesthe approach dependency-based.However, up to this point we have two separate logical grammars -one logical grammar de�ning well-formed structures of wordforms, and theother logical grammar de�ning well-formed dependency structures. The �rstgrammar will not be able to form structures spanning the entire sentence(because such would require the presence of one or more valency frames- which are found in the deep dimension), whereas the functions that thesecond grammar manipulates have no relation (yet!) to the forms in thesentence. Consequently, even though we can talk about the well-formednessof structures found in each dimension, we are as yet incapable of analysinga sentence in terms of its dependency structure.For that, we need to be able to relate forms and functions. Of importancethereby is that we make sure that the relation is valid : if the relation is valid,we obtain a valid way to relate valid structures of the surface dimension tovalid structures of the deep dimension. Then, the whole process can be madevalid - enabling us to make a judgment of the grammaticality of a sentencein terms of an underlying dependency structure. Multi-dimensional modallogic (mdml, [28]) provides us the tools to formalize this relation.An overview of the chapter is as follows. In section 3 I de�ne the logicalgrammar for the surface dimension, and in section 4 the logical grammarfor the deep dimension. I propose a formalization of the relation betweenform and function in section 5, and discuss the notion of grammaticalitythat appears to arise from the approach.Up to that point, I will have been concerned with inferring grammati-cality rather than building representations (i.e. dependency structures). Inthe next chapter I discuss term-assignment in dblg, which enables me toconstruct a dependency structure in parallel with the way in which the proofof a sentence's grammaticality proceeds.To give the reader some insight in what dblg will look like in terms ofa calculus for analysis, let me present an example. The idea is more to givethe reader a avor of what is to come rather than to explain everything inmeticulous detail.2 ExampleThe Czech sentence to be analysed is the following one:(3.1) TaThe mal�alittle ko�ckakitten spala.slept.English: \The little kitten slept."



24 Chapter 3. Basic Dependency-Based Logical Grammar- Signature: n (noun), adj (adjective), s (verb), DescrPr (Descrip-tive Property), and Actor (Actor) are basic categories; nom; fem; sg;defin; def;DEFIN and past are features (modelled as unary modaloperators). I presuppose a binary connective named s for composi-tion at the surface, fn; �; =g, and an n-ary connective named d forcomposition in the deep dimension (dependency structures), f�;�g.Functional interpretation is written as 
.- Lexicon: f(ta, [nom][fem][sg][def ](n=sn)),(mal�a, [nom][fem][sg]adj),(ko�cka, [nom][fem][sg][DEFIN ]� fDescrPr; n g),(spala, [fem][sg][past]� fActor; s g)g1. The step-by-step derivation starts with the adjective, mal�a, that canbe functionally interpreted as a Descriptive Property, given its form:mal�a ` [nom][fem][sg]adjmal�a ` [nom][fem][sg]adj 
DescrPr 
2. We would like to see mal�a as a dependent of ko�cka, modifying ko�ckaas a Descriptive Property. In order to do so, we �rst move the features tothe resource-side, where they come to act as `tags' that we use later to checkagreement: mal�a ` [nom][fem][sg]adj 
DescrPr(mal�a)hnomihfemihsgi ` adj 
DescrPr �2#E3. Similarly, we move the features from the head-category in ko�cka's`valency frame' to the resource-side:ko�cka ` [nom][fem][sg][DEFIN ]� fDescrPr; n g(ko�cka)hnomihfemihsgihDEFINi ` �fDescrPr; n g �2#E4. Following n-ary residuation, the conclusions arrived at in steps 2 and3 can be combined:(mal�a)hnomihfemihsgi ` adj 
DescrPr (ko�cka)hnomihfemihsgihDEFINi ` �fDescrPr; n g((mal�a)hnomihfemihsgi; (ko�cka)hnomihfemihsgihDEFINi)� ` n �EA remark should be made concerning the category derived (so far).Within a constituency-based grammar, we would have derived an np (nounphrase). However, dblg is a dependency-based grammar. Consequently,the category only indicates the category of the head of the structure.



2. Example 255. Now we should check whether the features of mal�a and ko�cka agree.Agreement in dblg is modelled in terms of (valid) structures, rather thanuni�ability (as in constraint-based frameworks). Slightly rephrased, if twowords carry the same feature, then (in the n-ary setting) we can move thatfeature back, onto the head (head-dependent agreement).((mal�a)hnomihfemihsgi; (ko�cka)hnomihfemihsgihDEFINi)� ` n(mal�a; (ko�cka)hDEFINi)� ` [nom][fem][sg]n �nAgrUp to this point, however, we are left with a feature DEFIN that doesnot appear on mal�a. This is not surprising: adjectives do not, linguisticallyspeaking, have anything to do with de�niteness, and therefore one couldopt for simply not giving them such a feature. For the agreement betweenhead and dependent, in other words, the feature does not matter. Since thefeature belongs to the head, we can therefore move the feature back into thecategory without further ado.(mal�a; (ko�cka)hDEFINi)� ` [nom][fem][sg]n(mal�a; ko�cka)� ` [nom][fem][sg][DEFIN ]n nHeadAD6. We should now do something with the determiner. Determiners, independency-based grammar, are so-called function words. Function wordsthemselves do not receive an individual node in a dependency tree - instead,they specify a feature of a node in that tree. In the case of a determiner,the noun's de�niteness is speci�ed.In dblg, [DEFIN] stands for an underspeci�ed feature/value, which canbe speci�ed to either [def] (de�nite) or [indef] (inde�nite). To have thenoun agreeing with the determiner, we should therefore move (again...) thefeatures to the resource-side, and then specify [DEFIN] as [def] to matchwith the determiner's [def].(mal�a; ko�cka)� ` [nom][fem][sg][DEFIN ]n(mal�a, ko�cka)�hnomihfemihsgihDEFINi ` n �2#EThe composition with the determiner,ta ` [nom][fem][sg][def ](n=sn)(ta)hnomihfemihsgihdefi ` n=sn �2#E (mal�a, ko�cka)�hnomihfemihsgihDEFINi ` n(ta)hnomihfemihsgihdefi �s (mal�a, ko�cka)�hnomihfemihsgihDEFINi ` n =EBy inclusion we can change DEFIN into def ,(ta)hnomihfemihsgihdefi �s (mal�a, ko�cka)�hnomihfemihsgihDEFINi ` n(ta)hnomihfemihsgihdefi �s (mal�a, ko�cka)�hnomihfemihsgihdefi ` n Incl



26 Chapter 3. Basic Dependency-Based Logical GrammarAfter which all the features can be distributed (binary form of agree-ment),(ta)hnomihfemihsgihdefi �s (mal�a, ko�cka)�hnomihfemihsgihdefi ` n(ta �s (mal�a, ko�cka)�)hnomihfemihsgihdefi ` n Agrand moved back to the category of the head,(ta �s (mal�a, ko�cka)�)hnomihfemihsgihdefi ` n(ta �s (mal�a, ko�cka)�) ` [nom][fem][sg][def ]n �2#I7. In terms of dependency trees, the tree formed so far has two nodes,corresponding to mal�a and ko�cka, whereby the latter governs the former.Within the resources, we �nd this back as the tuple (mal�a, ko�cka)�; the de-terminer ta is combined using a surface mode of composition and hence doesnot appear (as such) in the dependency structure (only its e�ect, namelythe de�nite-ness of the nominal head, is noted in the structure).The next step we take is to interpret the structure as an Actor, by theform of its head:(ta �s (mal�a, ko�cka)�) ` [nom][fem][sg][def ]n(ta �s (mal�a, ko�cka)�) ` [nom][fem][sg][def ]n
Actor 
8. The last part of the analysis is concerned with binding the Actor tothe verbal head. Again we have to check for agreement, whereby this time we-also- �nd a feature on the dependent that is irrelevant for head-dependentagreement. An asymmetric distribution rule like [nHeadAD] will be used -[nDepAD].(ta �s (mal�a, ko�cka)�) ` [nom][fem][sg][def ]n
Actor(ta �s (mal�a, ko�cka)�)hnomihfemihsgihdefi ` n
Actor �2#Espala ` [fem][sg][past]� fActor; s g(spala)hfemihsgihpasti ` �fActor; s g �2#E(ta �s (mal�a, ko�cka)�)hnomihfemihsgihdefi ` n
Actor (spala)hfemihsgihpasti ` �fActor; s g((ta �s (mal�a, ko�cka)�)hnomihfemihsgihdefi; (spala)hfemihsgihpasti)� ` s �E((ta �s (mal�a, ko�cka)�)hfemihsgihdefi; (spala)hfemihsgihpasti)� ` s nDepAD((ta �s (mal�a, ko�cka)�)hdefi; (spala)hpasti)� ` [fem][sg]s �nAgr((ta �s (mal�a, ko�cka)�); (spala)hpasti)� ` [fem][sg]s nDepAD((ta �s (mal�a, ko�cka)�); (spala))� ` [fem][sg][past]s nHeadAD9. A labelled deductive system can be de�ned, where propositions ofthe form R ` C get labelled with a term S. The term is an interpretationof the derivation over the categories, making use of a formula-as-types cor-respondence via a suitably de�ned lambda-calculus. (Namely, a directionallambda calculus in which binary and n-ary slashes are distinguished.)



3. The Surface Dimension 27Without going into detail how term-assignment works exactly: The termderived for mal�a ko�cka is (�ly:fDescrPr : ygko�cka)(mal�a), and the termassigned to spala is (�lx:fActor : xgspala). Subsequently, when composingta mal�a ko�cka spala, the entire term becomes(�lx:fActor : xgspala)((�ly:fDescrPr : ygko�cka)(mal�a))which reduces to(fActor : ((�ly:fDescrPr : ygko�cka)(mal�a))gspala)which �nally reduces to(fActor : (fDescrPr : mal�agko�cka)gspala)which is what we call the dependency structure.3 The Surface DimensionThe idea of a logical grammar for the surface dimension is, for one, toprovide the means to bind function words like prepositions and determinersto nominal heads, and auxiliaries to verbal heads. Furthermore, I want tobe able to to characterize the morphological form of a wordform, and to thisaim I introduce \features". The categories that can be formed are de�nedas follows.De�nition 3.1 (Surface Categories) The set of surface categories Usurfis de�ned over a �nite, non-empty set of basic categories B as follows: (1)All the basic categories from B are categories. (2) If A and B are categories,and i is a surface modes of composition, then A=iB and BniA are categories.(3) If f is a morphological feature and A a category, then hfiA and [f ]Aare categories. (4) Nothing else is a surface category. �Remark 3.1 Because I am developing a dependency-based approach, I takeB to include categories like n; adj - clearly, phrases like pp and np do notoccur in B.3.1 Surface ModesThe framework in which surface modes can be de�ned is based on the ideathat composition at the surface, resulting into (larger) groups of wordforms,is essentially binary in nature. Consequently, surface modes follow the basicrules of residuation.Notation 3.1 To indicate what mode is being used, the name of the modewill appear as subscript to products and slashes - thus, A �� B means thatA and B have been combined using a mode �. When no mode in particularis meant, subscripts i or j are usually used.



28 Chapter 3. Basic Dependency-Based Logical GrammarDe�nition 3.2 (Binary Residuation) Residuation for binary modes ofcomposition is de�ned as follows: A! C=iB i� A�iB ! C i� B ! AniC.That is, the composition of A and B, A �i B, has category C, which meansthat A needs a B to its right to form C (A ! C=iB) or B an A to its leftto result in C (B ! A ni C). �Remark 3.2 Binary residuation only works for binary modes of composi-tion. For the deep dimension, where I will use n-ary modes of compositionrather than binary modes, the notion of residuation will thus have to begeneralized to the n-ary case.De�nition of surface modes then proceeds by giving their intended se-mantics and the proof rules that model the behavior of modes. Because theproof rules essentially follow the intended semantics of modes, the semanticslend a seal of validity to inferences employing the proof rules.De�nition 3.3 (Semantics for surface modes) To de�ne the intendedsemantics of surface modes, �rst of all frames of the kind Fsurf = hUsurf ;R3iare introduced. A frame F takes the universe of surface categories as domain,and an accessibility relations R3 that models composition in the surface di-mension. Subsequently, a model Mi is de�ned for a surface mode i, takingFsurf and a valuation function V. This model de�nes the intended semanticsof the mode i by specifying the valuation of structures built using i (usingpre- and postconditions on the accessibility relation R3):(3.2) V(A �i B) = fxj9x9y[Rxyz ^ y 2 V(A) ^ z 2 V(B)]g(3.3) V(C=iB) = fyj8x8z[(Rxyz ^ z 2 V(B))) x 2 V(C)]g(3.4) V(A ni C) = fzj8x8y[(Rxyz ^ y 2 V(A))) x 2 V(C)]gFor basic categories b 2 B, V(b) assigns subsets of Usurf . �Where it concerns the formulation of the proof theory, a choice canbe made for Hepple's approach (\hybrid categorial logics", [14, 15]) orthe approach advocated by Moortgat & Oehrle (\multimodal categorialgrammar",[32]). Although Kurtonina proved that both approaches are for-mally equivalent [26], they bring about di�erent takes on linguistic descrip-tion.I shall employ Hepple's ideas here. As such, the proof theory will consistsof a logic that speci�es the behavior common to all modes of composition,and structural rules that de�ne additional behavioral characteristics. Thestructural rules themselves are divided into mode-internal axioms that de-�ne how two structures composed using the same mode interact, interactionaxioms that de�ne interaction between two structures composed using dif-ferent modes, and linkage axioms that specify how one mode can be replaced



3. The Surface Dimension 29by another mode. As a matter of fact, the structural rules are schemata thatneed to be instantiated for individual modes or combinations of modes. Thebehavior of a mode is then de�ned in terms of the common logic plus whichstructural rules are instantiated for this mode.The take on linguistic description that arises out of Hepple's approachis that the category of a wordform, as found in the lexicon, already speci�eswhich mode is (or modes, are) to be employed when trying to combine theword into a larger structure. A result of this is that the proof theory isa system in which only the behavior of the individual modes needs to bedescribed, a system made hybrid by de�ning how modes interact with oneanother3.Notation 3.2 The format of the proof rules is that of a natural deductionsystem (later I will turn this into a proper, labelled natural deduction systemin the sense of [6], see Chapter 4) using propositions of the form R ` C,with R called the resources and C the category. Essentially R is a syntacticstructure in terms of words and their modes of composition, whereas C is thecategory assigned to that structure. Peculiar to a natural deduction systemis that it allows for assumptions (or hypotheses) to be used in an inference[48]. Whenever an R ` C is assumed, it is enclosed in square brackets:[R ` C].De�nition 3.4 (Proof Theoretical Syntax) Common Behavior(1) s ` A=iB t ` B(s �i t) ` A =iE [v ` B] (s �i v) ` As ` A=iB =iI(2) t ` B s ` B ni A(t �i s) ` A niE [v ` B] (v �i s) ` As ` B ni A niI(3) [v ` B] [w ` C]s[v �i w] ` A t ` B �i Cs[t] ` A �iE s ` A t ` B(s �i t) ` A �i B �iIAdditional structural rule schemata can concern mode-internal behavior,linkage, and interaction. The most common mode-internal rule schemataare those de�ning associative and commutative behavior, and are given be-low.3Without going into too much detail -see [14] for more discussion-, the di�erence withMoortgat & Oehrle's approach is that in their approach, a (relatively strong) base logic isfavored in which the lexical categories are primarily formulated. In order to bring aboutthe possibility for di�erent kinds of composition then, the proof theory needs to specifyall sorts of distinguishable contexts in which a move from the base logic can be made toother logics, de�ning di�erent behavior of composition. Consequently, lexical categoriesare relatively simple, but the proof theory becomes rather complex due to the need tode�ne the various contexts.



30 Chapter 3. Basic Dependency-Based Logical GrammarMode-Internal (Associativity (a) and Commutativity (p)(4) s[((x �i y) �i z)] ` As[(x �i (y �i z))] ` A a(5) s[(x �i y)] ` As[(y �i x)] ` A pLinkage(6) s[(x �i y)] ` As[(x �j y)] ` A i=j �Remark 3.3 Note that I have left out interaction rules from the de�nition.The reason is that these rule schemata are usually of a more speci�c formthan the rule schemata given above. Furthermore, nothing stops us of coursefrom de�ning, in a particular fragment, more structural rule schemata.3.2 FeaturesHeylen presents in [18] an approach to encode morphological features in amultimodal logical grammar, using unary modal operators. The basic ideais to mark lexical categories with `boxes' identifying feature-values. Forexample, the Czech noun \kobliha" (En.donut) could get as lexical category[sg][fem][nom]n, meaning a singular, feminine, nominative noun4.The way these `boxed' categories are used in a proof can be sketched asfollows. Recall that dblg -so far- employs a labelled deductive system ofthe kind R ` C, meaning that a surface structure R implies a particularcategory C. As a proof proceeds by combining categories, we e�ectively\enlarge" the surface structure that is being covered. The idea is of courseto continue all the way to having covered the entire sentence.Logical rules for `boxes' appearing in categories allow us to transfer thefeature classi�cation from the category to the surface form. Thus, the surfaceform gets an explicit, morphological tag. Other logical rules then controlthe combination of wordforms by means of these tags: Only wordforms of\agreeing" morphology can be combined.An important point regards the \agreement", though. dblg is a logicalgrammar, in which we are trying to prove a structure - turning around anotion of validity. Such is distinct from the usual way in which we deal with4See the appendix for a list of all the dependency relations and features used in thismanuscript



3. The Surface Dimension 31features, which is by satisfaction. The way we deal with features here isby means of proving the validity of putting two (morphologically tagged)structures together5.De�nition 3.5 (Unary Modals for Features) A feature F appears in alexical category as a box [F ]. A box [F ] follows the more general logical de�-nition of 3i and 2#i : by residuation, 3iA! B i� A! 2#iB. dblg employssubsequent kinds of rules to deal with features:A ` [i]B(A)hii ` B (A)hii ` BA ` [i]B (A)hii ` B(A)hji ` B (A)hii �k (B)hii ` C(A �k B)hii ` C (A)hjihii ` B(A)hiihji ` BBox elimination Box introduction Inclusion Distribution Commutativity�Remark 3.4 These rules (and schemas6) are easily explained. Box elim-ination enables the transfer of a feature appearing in the category to beused as a tag in the surface form - whereas box introduction transfers atag (constructed in the surface form) into the category. Inclusion allows forspecifying generalizations over features in the categories. Commutativitymakes the order in which tags appear, irrelevant. And distributivity enablesus to say that if two wordforms (or groups of wordforms) each have the sametag, they \share" that tag - which is how we model agreement.3.3 AgreementAbove it was already mentioned that, due to the proof-oriented nature oflogical grammar, we are oriented at validity of (inferences over) structures.Consequently, agreement is formalized in a structural way: Two terms arein agreement if their structures have the same logical form. That doesnot make the approach particularly di�erent from uni�cation formalisms,though: By distributivity we obtain the same e�ect as what is otherwiseknown as \feature percolation".In an abstract form, agreement is:(A)hagri �j (B)hagri ` C(A �j B)hagri ` CSubsequently, we can instantiate the Distributivity schema for the fea-tures we want to distinguish, for example the cases nom,acc, number sg,pl,5That is not to say that one cannot employ satisfaction-by-uni�cation as a means tocontrol features in a categorial grammar: cf. Steedman's CCG or Kraak's [25].6A note: The inclusion and the distribution \rules" are in fact a schemata that needto be instantiated for couples of features (for example, case includes nom (nominative),but not fem (feminine)).



32 Chapter 3. Basic Dependency-Based Logical Grammarand gender fem,mas. An instantiation for fem(A)hfemi �j (B)hfemi ` C(A �j B)hfemi ` Ccan then be used, for example, in the combination of the determiner \la"with the noun \casa".Remark 3.5 The context in which distribution should take place can berestricted by instantiating the schema for particular modes of compositiononly - enabling one to exclude, for example, coordination constructions (thatwould be formed by a particular mode of composition, for which the distri-bution schema thus would not be instantiated).3.4 Lexical Underspeci�cationLexical underspeci�cation is used in grammars like hpsg to reduce the num-ber of lexical assignments - thereby expressing, in a sense, generalizations.Besides the possibility to reduce the number of entries needed in a lexicon,Heylen also observes in [18] that not all morphological distinctions are rele-vant in every context. For example, the number of a verb's object is usuallyirrelevant, so that both the combination of the verb with a singular objectand with a plural object will be judged grammatical.Part of what we need for lexical underspeci�cation has already been in-troduced above, namely the Inclusion schema. The Inclusion schema enablesus to specify how we can go from a more general feature to a more speci�cfeature. Thus, what we are left with is providing the general features, andthe proper instantiations of the Inclusion schema.Obvious candidates for general features are case, num, and gen for case,number, and gender, respectively. Proper instantiations, given the featuresnom, acc, sg, pl, fem, and mas introduced earlier, would then be: nom oracc from case, sg or pl from num, and fem or mas from gen. For example,speci�ed in rule-format, the inclusions(A)hcasei ` C(A)hnomi ` B (A)hcasei ` C(A)hacci ` Benable us to use just one entry for \Frau", which is the morphologicalform of both the nominative as well as accusative, feminine singular noun:[case][fem][sg]n. In the proper context, the [case] feature can be employedas an underspeci�ed tag and subsequently speci�ed to either nom or acc asneeded.



4. The Deep Dimension 334 The Deep DimensionIn the previous sections I de�ned the necessary apparatus to deal with fea-tures and the construction of groups of wordforms. In the current section Iwill be concerned with developing the part dealing with building dependencystructures - deep composition. To do so I take an approach of gradual re-�nement, starting with a simpli�ed notion of valency frame (equalling GB's�-frame). After having de�ned the basic ideas of deep composition, I extendthe notion of valency frame to cover the Praguian intuitions [45]. This willlead to additional structural rules for the proof syntax, and the introduc-tion of decorations to constrain the applicability of structural rules. Finally,agreement at the deep level is discussed.4.1 Valency Frames as �-framesThe introduction already mentioned the notion of valency frame. A valencyframe for a word speci�es how that word may act as a head, in the senseof by what dependency relations it may be modi�ed. Similar notions areGB's �-frame and hpsg's subcategorization list. For the moment I willunderstand a valency frame to be exactly like a �-frame. Thus, it speci�esby what dependency relations the word-as-head must be modi�ed, and thatit must be modi�ed by each dependency relation once and only once7.To model a valency frame in a categorial setting, several things need tobe done. First, we need categories that mirror the idea of a dependency re-lation. As I already pointed out in the introduction, a dependent modifyinga head by dependency relation � can be taken to be a dependent of kind(i.e. category) �, without loss of generality. Second, since a valency frameis n-ary, (and -as a result- dependency trees n-ary branching rather thanbinary branching by de�nition), we need an n-ary mode of composition tomodel a valency frame in a categorial logic.To begin with the �rst point, let me give a de�nition of the deep cate-gories. The de�nition is preliminary in that features are not yet included,nor decorations to be introduced later (see sections 4.3 and 4.4 below, re-spectively).De�nition 4.1 (Preliminary Deep Categories) The set of deep cate-gories Udeep is de�ned over a �nite, non-empty set of basic categories Bdeepas follows: (1) All the basic categories from Bdeep are categories. (2) If Aand B are categories, and i is a deep modes of composition, then A=iB andB ni A are categories. (3) Nothing else is a deep category. �Remark 4.1 The set of basic categories B in the above de�nition includes7The valency frame, under this perspective, is exactly like a predicate, with relationsas arguments.



34 Chapter 3. Basic Dependency-Based Logical Grammarthe category s for verbal head, and semantically motivated dependency rela-tions like Actor, Patient, Location, etcetera. A complete list of dependencyrelations is given in [42]. (See also the appendix.)4.2 Deep ModesThe idea of an n-ary mode of composition, based on n-ary residuation, canbe formalized by a rather straightforward generalization from the binarycase, as Moortgat showed in [31].De�nition 4.2 (n-ary Composition and Residuation) We can write ann-ary mode of composition i as �ni fC1; :::; Cng and its n residuals (for eachplace j) as �ni fC1; :::; Cj�1; C ,Cj+1; :::; Cng. A residual has the resulting cate-gory in its j-th place (the C ) whereas the other categories are the arguments.Given the location j of the resulting category C , the arguments C1; :::; Cj�1are understood to be �lled by matching categories occurring to the left, andthe arguments Cj+1; :::; Cng by matching categories to the right. The n-aryresiduation laws are de�ned as follows:�ni fC1; :::; Cng if and only if �ni fC1; :::; Cj�1; C ,Cj+1; :::; Cng �All the deep modes of composition will be of the above de�ned n-arykind. Analogously to their binary surface brethren, they are given an in-tended meaning in terms of a frame-based semantics.De�nition 4.3 (Semantics of Deep Modes) To de�ne the intended se-mantics of deep modes, �rst of all frames of the kind Fdeep = hUdeep; fRngiare introduced. A frame F takes the universe of deep categories as domain,and has a family of n-ary accessibility relations Rn that model compositionin the deep dimension (such that for a k-ary mode of a composition, k � 1,there is an accessibility relation Rk). Subsequently, a model Mi is de�nedfor a deep mode i, taking Fdeep and a valuation function V. This modelde�nes the intended semantics of the k-ary mode i by specifying the valua-tion of structures built using i (using pre- and postconditions on accessibilityrelation Rk, which has an inverse R�k de�ned such that R�kyiy1:::x:::yk ifand only if Rkxy1:::yi:::yk). For basic categories b 2 B, V(b) assigns subsetsof Udeep.(3.5) V(�ki fA1; : : : ; Akg) = fxj9y1 : : : yk(Rkxy1 : : : yk & y1 2V(A1) & : : : & yk 2 V(Ak)g(3.6) V(�ki fA1; : : : ; Akg) = f8y1 : : : yk((R�kxy1 : : : yk & yj(j 6=i) 2 V(Aj)))yi 2 V(Ai)g �



4. The Deep Dimension 35Finally, I give the proof theoretic syntax for deep modes. For the mo-ment, I only present the proof rules describing common behavior (i.e. intro-duction and elimination of � and �). Further extensions will be presentedin subsequent chapters, after term assignment has been introduced in Chap-ter 4, and the relation between the surface dimension and deep dimensionhas been worked out in further detail.Notation 4.1 Because the modes of composition considered here are n-ary,I use a slightly di�erent notation in the resources to indicate that words s1.... sn have been combined into a structure using mode i: (s1; :::; sn)�ni .De�nition 4.4 (Basic Proof Syntax for Deep Modes) The CommonBehavior of the deep modes of composition is de�ned by the following proofrules, specifying introduction and elimination of �i and �i for a mode i.s1 ` C1 � � � sm�1 ` Cm�1 t ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cng sm+1 ` Cm+1 � � � sn ` Cn(s1; :::; sm�1; t; sm+1; :::; sn)�ni ` B �iE[s1 ` C1 � � � sm�1 ` Cm�1] (s1; :::; sm�1; t; sm+1; :::; sn)�ni ` B [sm+1 ` Cm+1 � � � sn ` Cn]t ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cng �iI[s1 ` C1] � � � [sn ` Cn]s[(s1; :::; sn)�ni ] ` A t ` �ni (C1; ::; Cn)s[t] ` A �iEs1 ` C1 � � � sn ` Cn(s1; ; :::; sn)�ni ` �ni (C1; :::; Cn) �iI �4.3 Extending the Notion of Valency FrameUnderstanding a valency frame as being a �-frame is very restrictive, andcertainly does not correspond to the more elaborate ideas prevalent in FGD[45]. My motivation for initially employing a restricted notion was thatthe simple proof syntax given above is capable of dealing with such valencyframes. In the current section I will extend the understanding of a valencyframe in dblg so as to cover intuitions found in FGD, and present the morecomplex proof syntax needed to model that extended understanding.Recall that in FGD, dependency relations can be classi�ed (with respectto a head) along two dimensions (cf. Chapter 1):



36 Chapter 3. Basic Dependency-Based Logical Grammar1. Obligatory/optional: whether the head must (obligatory) or may(optional) be modi�ed along this dependency relation;2. Inner Participant/Free Modi�er: whether the head can be mod-i�ed by the dependency relation at most once (inner participant), ormore than once (free modi�er).The distinction inner participant/free modi�er should perhaps be spec-i�ed more precisely. If a dependency relation � is classi�ed as an innerparticipant of a head, then there can only be one dependent modifying thehead along that dependency relation. Or, in terms of dblg - there is atmost one �-dependent. On the other hand, if the dependency relation � isa free modi�er, then there may be several �-dependents. (One can easilyvisualize this as a tree in which there are several edges labelled �, all relatedto the head-node.)Consequently, how are valency frames presented in FGD? In [45], a va-lency frame gives all the dependency relations by which a head can bemodi�ed, and speci�es for each dependency relation whether it is an innerparticipant or a free modi�er, and whether it is obligatory or optional. Aslightly di�erent formulation is presented by Panevov�a in for example [38](recapitulating on her work during the last two decades). On her account, avalency frame only includes the obligatory and optional inner participants,and the obligatory free modi�ers. The optional free modi�ers are left out,the reason being that (notably) for verbal heads these are common to largeclasses of verbs. The proof syntax formulated here will model the kind ofvalency frames of [45].Given the proof syntax of de�nition 4.4, which -as said- only modelsthe idea of a valency frame as �-frame, the following extensions need to bemade to the proof syntax. First of all, the idea of modelling a valency frameusing an n-ary mode of composition remains of course, but the categoriesappearing as arguments will be decorated in the following way: if a cate-gory (dependency) is a free modi�er, it receives the decoration ~, whereasan inner participant is decorated as }, and if a category (dependency) is op-tional it is decorated with a �, whereas an obligatory category is decoratedwith �. To make sure decoration is done properly, we require that for everycategory (dependency) � appearing in an n-ary mode (modelling a valencyframe) �ij whereby i 2 f�;�g and j 2 f~;}g.Furthermore, by de�nition , �ij � �ji, so it does not matter in whichorder the decorations appear on a category.Secondly, rules are needed that enable one1. to modify a head multiple times by one and the same dependencyrelation, if and only if that dependency relation has been marked as



4. The Deep Dimension 37a free modi�er (and there are indeed multiple dependents that can betaken to modify the head by that dependency relation)2. to get rid of optional, unused category (dependency).Remark 4.2 It is easy to see why these two rules su�ce: The basic proofsyntax models obligatory inner participants, the rule under (1) models freemodi�ers (either obligatory or optional), and the rule under (2) modelsoptionality. The observant reader will notice that the rule under (2) overtlychanges the arity of the mode of composition: \getting rid" of a categorymakes the n-ary mode into an (n� 1)-ary mode8.De�nition 4.5 presents these two rules. I �rst �x some notation to facil-itate a slightly more perspicuous formulation.Notation 4.2 As is common in natural deduction system, [si ` Ci] standsfor the assumption of si ` Ci in the antecedent. I extend this notation tothe resources, where I will write [si] to indicate that si was included in theresources on assumption.Furthermore, Aleft and Aright stand for the sets of assumptions f[si `Ci]g and f[sj ` Cj]g whereby i 2 [1::m � 1]; j 2 [m+ 1::n] (for the meaningof m-1 and m+1, refer back to de�nition 4.4). For the antecedents that areappear as not assumed, it holds that they are indeed not in Aleft nor inAright.Finally, by A_x I mean the set of all the resources that appear assumed,and by a resource of the form (Lft; t; Rght)�ni a resource where t is com-bined to the left with Lft and to the right with Rhgt (both possibly includingassumed resources) by means of mode �ni . Then, a resource of the form(Lft � A_left; t; Rght � A_right)�n�ki means the resource with all k assumedelements removed.De�nition 4.5 (Extended Proof Syntax) To the basic proof syntax ofthe deep dimension, as given in de�nition 4.4, the following structural rulesare added.Optional Category DeletionGiven an proof step employing [�ni E] using one or more assumptions,Aleftfsi ` Cig t ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cng Arightfsj ` Cjg(Lft; t; Rght)�ni ` B �iEwhere for every assumption of the form sh ` Ch it holds that Ch is deco-rated with � in the category of t. Then, structural rule [OptDel] allows the8Similarly, we may want to say that the rule under (1) covertly extends the arity.



38 Chapter 3. Basic Dependency-Based Logical Grammardeletion of the assumptions from the resource:Aleft � � � Aright...(Lft; t; Rght)�ni ` B(Lft�A_left; t; Rght�A_right)�n�ki ` B OptDel�E with Free Modi�er Extensions1 ` C1 � � � sm�1 ` Cm�1 t ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cngsm+1 ` Cm+1 � � � sn ` Cn(s1; :::; sm�1; t; sm+1; :::; sn)�n+ki ` B FM ��Ewhere, for every si ` Ci with Ci marked as ~ in the category oft ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cng, there may be another s0i ` Ci ap-pearing next to si. �Remark 4.3 The idea behind [OptDel] is to complete a category by as-suming the optional categories as present, and then drop the assumptionswithout that having an e�ect on the category. (Compare that to [�I] inde�nition 4.4.) The Free Modi�er Extension is, in fact, an extended versionof [�E]. The di�erence is that there may be a sequence of occurrences ofresources implying a category Ci, (all directly following one another), ratherthan a single resource si ` Ci - with Ci decorated with a ~ in the categoryof the head.4.4 Agreement Between Heads and Dependents4.5 Features and AgreementIn [18, 19] and (p.c.) Heylen discusses how features can be modelled in acategorial framework by means of unary modalities (in the sense of [32]).Agreement of features is formalized by means of distribution laws - for thesimplest case, this says intuitively that two structures agree on a featureif they both have that feature, so that the feature can be distributed over(assigned to) the composition of the two structures. For example, considerhfi a feature, then Ahfi �i Bhfi ` C(A �i B)hfi ` C Distafter which the feature hfi can be attached to the resulting category Cby the standard de�nition of unary modalities [32]:



4. The Deep Dimension 39(A �i B)hfi ` C(A �i B) ` [f ]C CheckThe above laws consider the case which is symmetric in that featuresfrom both A and B are distributed, and then checked. Similarly, we canconsider cases which are asymmetric, in that the features of either A or Bare distributed and then checked on the resulting category. Examples of thesymmetric case (3.7) and two asymmetric cases (3.8-3.9) are the following(by Dirk Heylen):(3.7) : : :(2#(X=Y ))� � (2#Y )� ) X(2#(X=Y ) �2#Y )� ) X Dist2#(X=Y ) �2#Y ) 2#X Check(3.8) : : :(2#(X=Y ))� � Y ) X(2#(X=Y ) � Y )� ) X Dist2#(X=Y ) � Y ) 2#X Check(3.9) : : :X=Y � (2#Y )� ) X(X=Y � 2#Y )� ) X DistX=Y � 2#Y ) 2#X CheckThe interest in asymmetric distribution is that, linguistically speaking,not all features are always relevant to consider for agreement - or there neednot be any features at all on a complement, whereas (still) the resultingcategory should carry the features we started out with.Finally, let us consider the following example:
(3.10) X ) X Y ) Y(2#Y )� ) Y2#Y ) 2#YX=2#Y � 2#Y ) X(2#(X=2#Y ))� �2#Y ) X(2#(X=2#Y ) �2#Y )� ) X2#(X=2#Y ) �2#Y ) 2#XAs Heylen notes, this is a combination of (3.8) and the following:(3.11) X ) X Y ) Y(2#Y )� ) Y2#Y ) 2#YX=(2#Y ) � 2#Y ) X



40 Chapter 3. Basic Dependency-Based Logical GrammarIn (3.10) it appears that Y is speci�ed twice for the feature 2# - namely,once by the functor 2#(X=2#Y ) as a whole, and once as the argumentwithin that functor, 2#Y . Heylen argues that such double speci�cation isnot particularly elegant, and proposes to use (3.7) instead to achieve thesame e�ect9. As we will see in the next section, the example illustratedby (3.10) does become an issue in case of n-ary composition, in which it isundesirable to revert to (3.7).4.6 Agreement and n-ary CompositionThe problem of feature agreement by distribution for the case of n-ary com-position is that it may be that a feature, appearing on the head, needs to bechecked for some but not all complements. For example, consider a simpli-�ed category for a verb, �fActor; s ; Patientg to which we want to add the(verbal) feature 2#s of \singular". Thus, distribution as in the binary casewould, when generalized to the n-ary case, yield a too strong requirementfor agreement since all complements would have to share the (applicable)features as noted for the construction. In this section, I want to considerseveral possibilities for formulating a \weaker" version of agreement, whichis more realistic for the n-ary case.Clearly, when the verb is singular then so should be the Actor; whereas,at the same time, the Patient can be singular or plural irrespective of theverb's number. Given the examples above, we could perhaps opt for tryingeither of the following two possibilities:(3.12) 2#sf2#s(Actor)�s ; s ;2#n(Patient)�ng�(3.13) 2#sf2#s(Actor)�s ; s ; Patientg�That is, in (3.12) we specify for the Patient that it can be of eithernumber (n as underspeci�ed feature) whereas in (3.13) we only specify forthe Actor that it should be singular - the Patient is not constrained. Observethat in both cases we use the setup of (3.10). Now the question is whetherwe can make either of them work.First, let us leave the Patient out of the equation and see how agreementbetween the verb and the Actor can be brought about. Employing essentiallythe n-ary analogon of the last step of (3.10), we get(3.14) : : :f2#s(Actor)�s ;2#sf2#sActor; s ; Patientg�s ; Patientg� ) sf2#sActor;2#sf2#Actor; s ; Patientg; Patientg�s� ) sf2#sActor;2#sf2#Actor; s ; Patientg; Patientg� ) 2#ss9Supposing that we are dealing with one and the same feature, of course.



4. The Deep Dimension 41That is, we make use of (3.11) to relate the 2#sActor with the argument2#sActor of the n-ary residual, and use (3.8) to distribute the feature overthe entire construction, so that we end up with the resulting category (thehead) being marked with that feature as well. This is what happens in (3.10)as well, and if it were only for this, it would indeed seem reasonable to applyan n-ary version of the symmetric distribution law instead.However, let us have a look now at what would happen in case we takeproper care of the Patient as well. As noted, we could either mark thePatient-argument in the verbal frame with an underspeci�ed feature 2#nwhich we can specialize later on, or we can leave the Patient-argument un-marked (indicating the absence of a constraint). Thus we either try to prove(3.15) f2#sActor;2#sf2#Actor; s ;2#nPatientg;2#pPatientg� ?) 2#ssor(3.16) f2#sActor;2#sf2#Actor; s ; Patientg;2#pPatientg� ?) 2#sswhereby 2#p is the feature for plural, and 2#n (as said) the underspeci�edfeature for number (specializable to either singular or plural).Consider the following chain of reasoning involving (3.15) �rst.
(3.17) : : :f2#s(A)�s ;2#sf2#sA; s ;2#nPg�s ;2#p(P )�pg� ) sf2#s(A)�s ;2#sf2#sA; s ;2#pPg�s ;2#p(P )�pg� ) s inclf2#s(A)�s ;2#sf2#sA; s ;2#pPg�s ;2#pPg� ) s ?forget?f2#sA;2#sf2#sA; s ;2#pPg;2#pPg�s� ) sf2#sA;2#sf2#sA; s ;2#pPg;2#pPg� ) 2#ssThis chain of reasoning does not constitute a proper inference - becauselook at the situation handled at the ?forget? step. Intuitively, in thatstep we \forget" about the diamond marking the Patient, leading us to asituation in which there is no diamond to be distributed. Which amountsto \forgetting" the feature, it being irrelevant in any check for agreement.However, compare the con�guration to the one involving the Actor. Clearlythey are the same. In case of the Actor we do distribute the feature, though.Consequently, we could end up having one and the same structure markedwith both a singular and a plural feature, which smells after inconsistencyand should therefore be avoided.4.7 Proposed SolutionI would like to argue that the solution lays in adopting (3.16) as category forthe verb, and taking the absence of any constraining feature in the category



42 Chapter 3. Basic Dependency-Based Logical Grammaras a context in which to apply a rule to deal with the irrelevant feature of-in this case- the Patient. The idea behind the rule, as formulated below,is that the feature on a particular complement, is irrelevant with respectto checking a feature to appear on the head and checked against an othercomplement (preferred/relevant distribution):(3.18) f2#i (A)�i ;2#i � f::2#iA::; h ; ::B::g�i ;2#j (B)�jg� ) hf2#i (A);2#i � f::2#iA::; h ; ::B::g;2#j (B)g�i� ) h PDist(For good order, please note that the exact placement with respect tothe head of A and B is irrelevant in this rule.)Consequently, the following inference runs without problem:(3.19): : :f2#i (Actor)�i ;2#i � f2#iActor; s ; Patientg�i ;2#j (Patient)�jg� ) sf2#i (Actor);2#i � f2#iActor; s ; Patientg;2#j(Patient)g�i� ) s PDistf2#i (Actor);2#i � f2#iActor; s ; Patientg;2#j(Patient)g� ) 2#i sHence, even though the setting of (3.10) may seem undesirable for thebinary setting unless one is dealing with di�erent features, (3.10) does o�eran initial idea how to solve a problem concerning agreement in the n-arysetting. Finally, we need a few rules to handle inclusion, and skipping offeatures during agreement (i.e. features which are irrelevant to the checkingagreement at hand - see the example at the beginning of the chapter).De�nition 4.6 (Asymmetric agreement between Heads and Dependents)In addition, the following proof rules describe the handling of features whenconcerns agreement between heads and dependents modelled by asymmetricdistribution laws. [nInc] is inclusion for the n-ary case, and [nDepAD] and[nHeadAD] are the asymmetric distribution rules for irrelevant dependentrespectively head features.(:::(si)hfi:::(t)hfi:::)�ni ` B : s(:::(si):::(t):::)�ni ` [f ]B : s nAgr c(::::whfi:::)�ni ` B : s(::::whf 0i:::)�ni ` B : s nInc(:::(si)hfi:::(t):::)�ni ` B : s(:::(si):::(t):::)�ni ` [f ]B : s nDepAD(:::(si):::(t)hfi:::)�ni ` B : s(:::(si):::(t):::)�ni ` [f ]B : s nHeadAD �



5. Form & Function, and Grammaticality 435 Form & Function, and GrammaticalityIn the discussion above, I made a distinction between surface modes ofcomposition, and deep modes of composition. The surface modes are pri-marily used to compose groups of wordforms, and in some cases allow forspeci�cations of a local surface syntax10. Deep modes are used to composedependency structures.The inferences that operate on these modes are valid because they (canbe proven to) follow the intended semantics of the modes. These intendedsemantics are de�ned using frames on universes. Basically put, a universeis a `set' of \possible worlds" (grammatical structures). A frame de�nes anaccessibility relation over possible worlds/grammatical structures, statingunder what conditions one can create a composed grammatical structuregiven two grammatical structures one wants to combine (i.e. reach a possibleworld that is accessible from the worlds at which the grammatical structures-to-be-combined reside).When de�ning the modes, I took two universes, Usurf and Udeep, andinterpreted the surface modes on Usurf and the deep modes on Udeep. Theresult of this split is that we can now only de�ne grammaticality of surfacestructures separately from the grammaticality of deep structures. An overalljudgement of grammaticality, analyzing a surface structure in terms of anunderlying deep structure, is unattainable since there is no relation betweenthe two universes.Employing the tools of multidimensional modal logic (mdml), developedby Venema and Marx in [28], such a relation can be fully speci�ed. mdml is aformalism of modal logic in which a frame can be speci�ed over a cartesianproduct of universes: It is multidimensional in allowing for semantics tobe de�ned over more than one universe. As a consequence, validity of aproposition  is no longer de�ned at a point x, but at a state (x1; :::; xn)with x1 in the �rst universe of the product, and xn in the last universe ofthe product.The idea then is to take the cartesian product of Usurf and Udeep, G =Usurf � Udeep, and de�ne a frame F = hG; Ii, with I is the interpretationfunction. Let us take M as a model based on F, and M; (sf; df) j= � standfor the validity of the statement that \the surface structure residing at sfcan linguistically be interpreted as the deep structure (function) at df".Subsequently, to formalize the relation between form and function, Ide�ne in I two operators, 
 and �. The interpretation of 
 is to take theproposition that a certain surface category is grammatical to a propositionsaying that the surface category can be interpreted as a particular deepcategory. The interpretation of � is the converse - it takes a deep category to10For example, a surface mode can be introduced to deal with the requirement of anexpletive pronouns as a grammatical subject to appear with Actor-less verbs.



44 Chapter 3. Basic Dependency-Based Logical Grammara surface form. More linguistically put, 
 de�nes functional interpretation,and � functional realization.De�nition 5.1 (Form and Function) Given Usurf and Udeep, with G =Usurf �Udeep. De�ne a frame F = hG; Ii, with I the interpretation function.The de�nition of I as follows:I(
) = f(u; v); (x; y)jx = 0 ^ v = ygI(�) = f(u; v); (x; y)ju = x ^ y = 0g �Notation 5.1 With a bit of abuse of notation, I will write SC
DC for the(functional) interpretation of the surface category SC as the deep categoryDC, and DC �SC for the (functional) realization of the deep category DCas the surface category SC.Remark 5.1 An important remark concerns what M will take from theabstract internal structure of the universe G. Clearly, if we take G at face-value, a lot of predictions would be borne out that would be linguisticallyinfelicitous, since in G every state is in principle accessible. Hence, a surfaceform in nominative case would be interpretable as a Manner, which is clearlyundesirable. Therefore, we will assume for M that we have some means ofpruningG such that only linguistically `valid' deductions will indeed be validonM. For smaller models, we may go by actual construction. Mostly G willbe restricted to mapping surface categories including particular morpholog-ical features to a dependency kind (as in Bdeep).Remark 5.2 Note that if it is ensured that there is a perfect matrix � forM (in terms of [28], Chapter 2) then consistency is obtained.



Chapter 4Term-Assignment in DBLGBefore I present a formalization of term-assignment for DBLG, which willbe based on Hepple's [13] and Wansing's [52], I discuss the idea of term-assignment, and `types' in dblg.1 The Idea Of Term-AssignmentThe idea of term-assignment is to associate formulas in a proof (the cat-egories) with lambda terms, following the Curry-Howard interpretation ofproofs: Instead of R ` C, propositions will now look like R ` C : S, withS the term associated to category C. In particular, within a natural deduc-tion system, the familiar lambda abstraction corresponds to introduction,whereas application corresponds to elimination. In a true Curry-Howardisomorphism, the terms associated with formulas, and the operations onterms (in terms of a lambda calculus) following the proof steps, in fact pro-vide a record of how the (natural deduction) proof proceeds. For categorialtype logics, it appears hard to establish such an isomorphism, due to thehybrid nature of the logic. Moortgat in [32] argues that, rather than an iso-morphism, a (weaker) correspondence �ts the intentions as well. It remainsa topic for further research whether such a correspondence (in absence of aChurch-Rosser property) is indeed desirable - cf. for example [36],p.24� onthe necessity of Church-Rosser for a theory of natural language semantics1.Here, I will use the idea of correspondence, perceiving of a (complex)term as showing how (less complex) terms, composed so far, can be inter-preted as �tting together. What is more, since individual words are as-signed categories and can therefore be assigned corresponding terms as well,a complex term can in fact be seen as a (partial) linguistic object (cf. [13])representing how words can be interpreted to �t together (in a grammaticalway).In case the proof concludes in a category s, the term that has been builtup is a complete, interpreted representation of the sentence's grammatical1Failure of Church-Rosser means that a term may have more than one �-reductions.As Muskens points out, for a theory of semantics this is somewhat undesirable, because,since each �-reduction spells out a di�erent semantics/meaning, one and the same termcan be assigned di�erent meanings, while retaining one corresponding syntactic analysis.45



46 Chapter 4. Term-Assignment in DBLGstructure. Let me rephrase this in terms of how I propose to see this in dblg.Whereas the inference over the formulas/categories attempts to show thata sentence is grammatical on the basis of a dependency-based syntax, thecomplex term that is built up provides the actual dependency structure.2 Types in DBLGIn categorial grammar (or, type-logical grammar) one usually takes a typedlambda calculus, with Montague-style typing. This is not what I intend todo in dblg.There are, essentially, two reasons. For one, assigning truth-semantictypes directly to a dependency structure does not exactly square with theidea of linguistic meaning, as outlined in [45]. Therefore, I will simply usekinds of dependency relations as basic types, being the semantic analoguesof the kinds found in the (deep) categories.Secondly, there appears to be a more fundamental issue involved in relat-ing a dependency structure with a Montagovian typing system. Montaguebased his typing system on the lambda calculus as developed by Church,requiring that each category has one and only one corresponding type. Amore exible approach has been developed by Hendriks in [11], where acategory may be assigned several di�erent types.The relational nature of interpretation in a dependency-based frame-work, however, seems to call rather for a constructive approach to typing, inwhich a type is created for a formula depending on the context in which theformula appears. Put slightly di�erent, a formula is assigned a type that isrelevant within context. Curry developed such an approach to typing (cf.[49] for an excellent survey of both Church- and Curry-style lambda calculi).For the moment I will just have to leave the reader with pondering overthis idea, whose main point is \simply" that instead of enumerating thepossible types for a category, a type is inferred that would enable one tointerpret the category in context. Although I would not want to go as far asto venture any claim, (given the absence of any formalization), such typingmight prove to be a step up from exibility: Like going from an extensionallyde�ned set of possible types to an `intensional' way of saying what it meansfor a category to have a particular type2.2For the historically minded reader, I would like to refer to the discussions betweenLambek and Curry in the early sixties, as cited in [32]. For the linguistically mindedreader it would perhaps be interesting to observe that the kind of linguistic sign thatwould underly such interpretation is inherently not like the binary Saussurian sign, butlike the triadic Jakobsonian-Peircean linguistic sign - cf various articles [20].



3. Formalization 473 FormalizationFollowing Hepple's [13] and Wansing's [52] (particularly Chapter 5), term-assignment for dblg is de�ned employing a directional variant of the orig-inal (implicational) lambda-calculus. More precisely, higher types can bede�ned using directional slashes (corresponding to the residuals of the var-ious modes), expressing the direction where the argument(s) for functionalapplication should be found.Notation 3.1 For the binary modes, the traditional slashes fni; =ig can beused. To give n-ary residuation a directional avor (following the de�nitionsas in de�nition 4.4), I will use n�ni and =�ni to indicate the left- and right-arguments in the residual �ni . The arguments themselves will be enclosed incurly brackets fg. In the de�nition below, MA stands for a term M of typeA, and xB for a variable of type B.De�nition 3.1 (Typed Lambda Calculus) The lambda calculus �fni;=i;n�ni ;=�ni gis a directional variant of the ordinary typed lambda calculus ��.The vocabulary of the term language Tfni;=i;n�ni ;=�ni g consists of denumer-ably many variables v1; v2; :::, every formula in fni; =i; n�ni ; =�ni g, the lambdaabstractors �l and �r, and brackets (; ).The set �fni;=i;n�ni ;=�ni g of Tfni;=i;n�ni ;=�ni g-terms is the smallest set � suchthat(i) Vfni;=i;n�ni ;=�ni g � fvAi j0 < i 2 !;A a formula in fni; =i; n�ni ; =�ni gg � �(ii) if NB=iA;MA 2 �, then (NM)B 2 �.(iii) if MA; NAniB 2 �, then (MN)B 2 �(iv) ifMA11 ; :::;MAm�1m�1 ; NfA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang;MAm+1m+1 ; :::;MAnn 2�, then (M1:::Mm�1NMm+1:::Mn)B 2 �(v) if MB 2 �; xA 2 Vfni;=ig, then (�rix:M)(B=iA); (�lix:M)AniB) 2 �(vi) if NB 2 �; xA1 :::xAm�1xAm+1 :::xAn 2 Vfn�ni ;=�ni g, then(�lixA1 :::xAm�1�rixAm+1 :::xAnN)(fA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang) 2 ��Notation 3.2 Note that �lx1:::xk:M is per de�nition equal to (�lx1(�lx2(::::(�lxk:M):::),similarly for �r as well as a combination of a sequence of �l's with a sequenceof �r's (as in (vi) above).Hereafter, N [MB=xB ] stands for the substitution of MB for every vari-able xB in N as bound by a lambda-abstraction.



48 Chapter 4. Term-Assignment in DBLGDe�nition 3.2 (Typed �-equivalence and �-reduction, [52]) The ax-iom schemas for typed �-equality are3:(�r) (�rxA:M)NA =M [N=x](�l) NA(�lxA:M) =M [N=x]The binary relations �! (one-step �-reduction) and �� (�-reduction) and�= (�-convertibility) are de�ned as:1. (�rxA:M)NA �!M [N=x],NA(�lxA:M) �!M [N=x];2. (�lixA1 :::xAm�1�rixAm+1 :::xAnM)(fA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang)with to the left NA11 :::NAm�1m�1 and to the right NAm+1m+1 :::NAnn�!M [N1=x1; :::; Nn=xn]3. if MA �! NA, then MG(AnB) �! NG(AnB), G(B=A)M �! G(B=A)N ;if M (AnB) �! N (AnB), then GAM �! GN ;if M (B=A) �! N (B=A), then MGA �! NG;if M �! N , then �rix:M �! �rix:N , �lix:M �! �lix:N4. Analogously for the n-ary case.5. �� is the reexive and transitive closure of �!.6. �= is the equivalence relation generated by �� �De�nition 3.3 (�-Redex, �-Normal Form) The terms (�rxA:M)NA =M [N=x] and NA(�lxA:M) =M [N=x] are called �-redexes, which both haveas their contractum the term M [N=x]. M is a �-normal form if it has no�-redex as a subterm. M has a �-normal form if there exists an N suchthat M �= N and N is a �-normal form. �Remark 3.1 Wansing proves in [52] (Chapter 5) that the Church-Rossertheorem holds for the directional lambda calculus �fn;=g - that is, it canbe proven that each M has exactly one (i.e. a unique) �-normal form.It appears that, for the lambda calculus �fni;=in�ni ;=�ni g this result can beextended, so that also in case of dblg the terms have unique �-normalforms for individual logics (i.e. the hybrid case still remains open).3Observe that, by the notation above, the axiom schemas by de�nition extend to then-ary case.



3. Formalization 49Finally, the proof syntax should be adapted so as to include term-assignment. Above I already alluded to the di�erent format of the propo-sitions one �nds in the proofs: Instead of R ` C now a labelled deductivesystem-format is used, R ` C : T , with T the term assigned to the cat-egory C (that is implied by the resources R). The de�nition below givesthe adapted rules for both binary and n-ary modes, as well as the adaptedversions of [OptDel] and [FM �E]De�nition 3.4 (Labelled Proof Syntax) In addition to the resources andthe category, a proposition in a proof is labelled with a term from the term-language as de�ned in de�nition 3.1. Operations on terms, in parallel withmanipulations of the formulas, follows the �-calculus as de�ned in de�nition3.1.Labelled Proof Syntax for Binary Modes(1) s ` Cj=hCk :MA t ` Ck : NB(s �h t) ` Ck : (MA NB) =hE [v ` Cj :MB ] (s �h v) ` Ci : NAs ` Ci=hCj : �rhvB :NA =hI(2) t ` Cj : NB s ` Cj nh Ci :MA(t �h s) ` Ci : (NB MA) nhE [v ` Cj :MB ] (v �h s) ` Ci : NAs ` B nh Ci : �lhvB :NA nhI(3) [v ` Ci : v]; [w ` Cj : w] t ` Ci �h Cj : NB s[(v �h w)] ` Ck :MAs[t] ` Ck : [NB=(v � w)]:MA �hEs ` Ci :MA t ` Cj : NB(s �h t) ` Ci �h Cj : hMA; NBi �hI(4) s[((x �i y) �i z)] ` Ci :MAs[(x �i (y �i z))] ` Ci :MA a(5) s[(x �i y)] ` Ck :MAs[(x �j y)] ` Ck :MA i=j(6) s[(x �i y)] ` Ck :MAs[(y �i x)] ` Ck :MA pLabelled Proof Syntax for n-ary Modes4
(7) s1 ` C1 : MA11 � � � sm�1 ` Cm�1 : MAm�1m�1t ` �ni fC1; :::; Cm�1; RC ; Cm+1; :::; Cng : (�lixA1 :::xAm�1�ri xAm+1 :::xAnN)(fA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang)sm+1 ` Cm+1 : MAm+1m+1 � � � sn ` Cn : MAnn(s1; :::; sm�1; t; sm+1; :::; sn)�ni ` RC : (MA11 :::MAM�1m�1 NBMAm+1m+1 MAnn ) �iE4My apologies for the tiny script - but otherwise, things would not have �t onto thepage.



50 Chapter 4. Term-Assignment in DBLG
(8) [s1 ` C1 : MA11 � � � sm�1 ` Cm�1 : MAm�1m�1 ](s1; :::; sm�1; t; sm+1; :::; sn)�ni ` RC : (MA11 :::MAM�1m�1 NBMAm+1m+1 MAnn )[sm+1 ` Cm+1 : MAm+1m+1 � � � sn ` Cn : MAnn ]t ` �ni fC1; :::; Cm�1; RC ; Cm+1; :::; Cng : (�lixA1 :::xAm�1�ri xAm+1 :::xAnN)(fA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang) �iI(9) [s1 ` C1 : MA11 ] � � � [sn ` Cn : MAnn ]s[(s1; :::; sn)�ni ] ` Ck : LC t ` �ni (C1; ::; Cn) : NBs[t] ` Ck : LC [NB=(MA11 :::MAnn �iE(10) s1 ` C1 : MA11 � � � sn ` Cn : MAnn(s1; ; :::; sn)�ni ` �ni (C1; :::; Cn) : hMA11 ; :::;MAnn i �iILabelled Proof Syntax for [OptDel],[FM �E]Aleft � � � Aright...(Lft; t; Rght)�ni ` Ck(Lft�A_left; t; Rght�A_right)�n�ki ` Ck OptDelThe idea for [OptDel] is to change the term corresponding to (Lft; t; Rght)�ni `Ck, being NB, by \deleting" the argument places for the optional unused de-pendencies. That is, every assumption in Aleft and Aright which initially got�lled in for a �-bound variable in NB, will be replaced by an ;. Subsequently,we could de�ne an analogue of �-reduction that gets rid of ;'s.s1 ` C1 � � � sm�1 ` Cm�1 t ` �ni fC1; :::; Cm�1; B ; Cm+1; :::; Cngsm+1 ` Cm+1 � � � sn ` Cn(s1; :::; sm�1; t; sm+1; :::; sn)�n+ki ` B FM ��EThe idea for [FM��E] is to simply copy an argument in the term of thehead category, the copy being of the same type as the (initial) free modi�erof course, and bind the copy by the term corresponding to the additional freemodi�er. �4 Terms As Dependency StructuresAs I already mentioned before (cf. the introduction here, and the examplein the previous chapter), the term built up during the derivation will beunderstood as the dependency structure. In this section I will make thismore concrete.To start with, the basic types to be considered for the �-calculus (and itsterm language) are dependencies. Simply put, if a wordform is interpreted asa dependent of a particular (categorial) kind, it will also get a type assignedto it reecting that kind. For example, if we have a noun in nominative



4. Terms As Dependency Structures 51case, functionally interpreted as an Actor (which is a deep category), thenwe assign it a term that is of type Actor:5[nom][fem][sg]kobliha ` n
Actor : kobliha;ActorTo make the reading more perspicuous, I will write Actor : kobliha0instead of kobliha;Actor to indicate that kobliha0 as the semantics of thewordform \kobliha" is of type Actor.The same can be done for variables: Object : xi means that variable xiis of type Object. Consequently, a type corresponding to a valency framewill look like the following:(�lixA1 :::xAm�1�rixAm+1 :::xAn :N)(fA1;:::;Am�1gn�ni B=�ni fAm+1;:::;Ang) (in the revised formulation)�lixA1 :::xAm�1�rixAm+1 :::xAn :(f(A1 : x1):::(Am�1 : xm�1)g nni NB =ni f(Am+1 : xm+1):::(An : xn)g)For example, if we take the verb to read to take an Actor dependent andan Object dependent, its type could be�lxa�rxo:(f(Actor : xa)g nni read =ni f(Object : xo)g)Its arguments get �lled in following the elimination of slashes in thederivation over the categories. Thus, if we �nd a wordform (\Albert") tothe left of the verb which we can interpret as an Actor, and a wordformto the right interpretable as an Object (\a book"), then the resulting termwould be(�lxa�rxo:(f(Actor : xa)g nni read =ni f(Object : xo)g))(Actor :Albert0)l(Object : book0)r�-reduces to(f(Actor : Albert)g nni read =ni f(Object : book)g)Remark 4.1 For convenience I used superscripts l and r to (Actor : Albert0)and (Object : book0) in order to indicate that the former occurred to theleft, and the latter to the right (cf. de�nition 3.2, point 2.) Note that ifthe slashes are omitted, the above representation of a dependency structureis easily transformable into a representation following the syntax used byPetkevi�c in [42].5Although the �rst mentioned `Actor' is formally a category, whereas the second men-tioned `Actor' is formally a type, I will use the same names throughout.



52 Chapter 4. Term-Assignment in DBLGRemark 4.2 The above example does not show how to deal with diversionsfrom canonical ordering, and how that would show up in the dependencystructure. In the next chapter I will introduce commutativity for n-ary deepcomposition, and de�ne term-assignment for that structural rule such thatnon-canonical positioning of dependents will also be reected within theterm itself.



Chapter 5Extending DBLG1 IntroductionThus far, I have designed dblg such that wordforms can only assignedcategories that are either strictly concerned with surface composition, orpurely with deep composition. There are, however, numerous examples thatcall for mixed categories - that is, categories in which both surface and deepcomposition reside side by side, possibly related by 
. In section 2 I considervarious examples of mixed categories, and show how dblg can be extendedso as to incorporate the idea of mixed categories.Other extensions of dblg discussed in this chapter concern word orderin the deep dimension. In section 3 I �rst present a discussion of addingcommutativity to the deep mode proof syntax, and its role in determiningstructural indications of informativity. The kind of commutativity usedthere essentially preserves projectivity, for it only allows dependents togetherwith their entire subtree (if any) to occur in a non-canonical position. Thesecond part of section 3 is devoted to a discussion how nonprojectivity couldbe dealt with in dblg.2 Categories Combining Surface and Deep ModesLet us consider three di�erent kinds of examples.(i) Prepositions or postpositions bring about a speci�c interpretationof the wordform group they combine with. For example, in Japanese thepostposition \o" leads to the interpretation of the preceding wordform groupas a Patient, whereas in Czech the preposition \v" when combined with anominal group in accusative case brings about an interpretation as E�ect,and in combination with a nominal group in locative case an interpretationas Location:(5.1) v + locative: Bydl�� me v Praze.(En. We live in Prague.)(5.2) v + accusative: Neptun prom�enil d��vku v mo�rskou v��lu.(En Neptune changed the girl into a mermaid.)53



54 Chapter 5. Extending DBLG(ii) There are particular verbs that do not take an Actor, but do requireto be realized at the surface with a grammatical subject - take for examplethe verb \to rain" in a number of Germanic languages. As such, the verb'scategory should not only specify with what dependency relations it would(or could) combine, but also that it needs an expletive pronoun to go withit as grammatical subject (at the surface).(iii) In German, for example, various transitive verbs require their Pa-tient to be in a particular case (either dative or accusative). The verb\hilfen" (En.to help) requires a Patient to be in dative case, whereas theverb \�nden" (En.to �nd) requires a Patient to be in accusative case.Points (i) and (iii) are relatively easy to deal with. Let me begin with(i).Example 2.1 (Point (i) - \o") Formally, we should start by changingthe de�nition 3.1 on page 27, for a category of the form A 
 B shouldbe considered a proper surface category. Since B is to be a dependency, we�rst of all need a reference to the basic set of dependencies Bdeep consideredfor the deep categories: B 2 Bdeep (cf. de�nition 4.1 on page 33). Secondly,I will restrict A to contain no subcategories involving 
.De�nition 2.1 (Extension to Surface Categories) A category C is asurface category if either it is a category according to de�nition 3.1 on page27, or it is of the form A 
 B, with B 2 Bdeep (cf. de�nition 4.1 on page33) and A not containing a subcategory involving 
. �Subsequently, we are able to construct a category for a postposition like\o" as follows: n ns (n
 Patient)that is, the postposition needs a noun (or nominal head) to its left, toresult in a surface structure that will get as category a noun (or nominalhead) to be interpreted as a Patient. The n
Patient will then be handledin exactly the same way as usual. The only di�erence in the derivation isthat this time, no introduction step for 
 is needed to arrive at a functionalinterpretation of the noun, since it is enforced by the postposition.Example 2.2 (Point (i)-\v") Because the surface category can includefeatures as well, a category for the preposition \v" which needs, for example,a noun in accusative case to its right, leading to that noun -or nominal group-being interpreted as an Effect, could look as follows:((n
 Location)=s[acc]n)



2. Categories Combining Surface and Deep Modes 55Remark 2.1 The question is whether the category ((n
Location)=s[acc]n)for the preposition \v" does not only sound good intuitively, but also for-mally. The case we want to obtain is that the features of the nominal headare retained after checking agreement. Formally, following the way agree-ment and distribution have been de�ned for the binary case, that wouldmean however that the feature should appear in front, and not embedded:[acc]((n 
 Location)=sn)Since the remaining features of the noun or irrelevant to \v", we couldeither opt for adding underspeci�ed features to the category, or add anasymmetric distribution rule for binary modes. For reasons of economy inlexical speci�cation, I will opt for the latter. The formulation is left to thereader - see the de�nition for the n-ary case in section 4.4 in the Chapter 3.Example 2.3 (Point (iii)) When the relation between form and functionwas formalized using a multi-dimensional modal framework (cf. the discus-sion in section 5, Chapter 3, particularly de�nition 5.1 on page 44), twooperators were introduced: 
 to deal with functional interpretation, and �for functional realization. In the discussion so far, 
 �gured prominently.Here, I would like to draw some attention to �, proposing it as a solutionfor the case under point (iii).On page 44 I already introduced the notation DC � SC as standing forthe functional realization of a dependent DC as a surface category SC. Letme �rst of all extend the de�nition of deep category so as to cover all theconstructions discussed so far.De�nition 2.2 (Deep Categories) The set of deep categories Udeep isde�ned over a �nite, non-empty set of basic categories Bdeep as follows:(1) All the basic categories from Bdeep are categories. (2) If A and B arecategories, and i is a deep modes of composition, then A=iB and B ni A arecategories. (3) If A is a category, and f a feature, then [f ]A is a category.(4) If A is a deep category composed exclusively by categories as in (1)and (2), and B is a surface category of the form [f1]:::[fk]w (w 2 Bsurf),then A � B is a category. (5) If A is a category formed by (1)-(4), thenA�~; A�}; A�~ and A�} are also categories. (6) Nothing else is a deepcategory. �Subsequently, if we want to say that for a noun to function as a Patientit should be in a speci�c case, then we can use � and specify the case likewe did it above. Thus, for a verb like �nden, we could get a category (forthe third person singular, present tense \�ndet"):findet ` [3rd][sing][pres]�nd fActor; s ; (Patient� [acc]n)g



56 Chapter 5. Extending DBLGExample 2.4 (Point (ii)) In order to deal with the problem of specifying,for a particular verb, that it needs an expletive pronoun to go with it,we could �rst of all introduce a basic surface category ep (for expletivepronoun), and then introduce a surface mode of composition e to formulatethe requirement in. Thus, if we take the verb \to rain" and assume -for thesake of simplicity- that it does not take any dependents, then its categorywould simply be ep ne s.Thus, it ` ep rains ` ep ne s : rain0it �e rains ` s : rain0 neEwould be the straightforward analysis for the sentence \it rains". Be-cause the expletive pronoun is a function word, it does not have any corre-sponding semantic term. Consequently, the dependency structure containsa single node for the verbal head, rain0.However, what if we want the category for \rains" to include a T imeand Location, so that sentences like \In Prague it rains today" and \Itrains in Prague today" could also be analysed? The issue is not so muchhow to specify the deep category including only the dependents (omittingfeatures): �3df s ; Location; T imegRather, where should the \ep ne :::" be put? The proper placement is asfollows: ep ne (�3df s ; Location; T imeg)since this will enable us to analyse both of the sentences above. Assumefor the moment that there d has access to (projective) commutativity [pc](see also the next sections). Then,it ` ep rains ` ep ne (�3df s ; Location; T imeg)(it �e rains ` �3df s ; Location; T imeg nE ...in Prague ` n
 Location ...today ` n 
 T ime((it �e rains); (in Prague); today)�3d ` s �Eandit ` ep rains ` ep ne (�3df s ; Location; T imeg)(it �e rains ` �3df s ; Location; T imeg nE ...in Prague ` n
 Location ...today ` n 
 T ime((it �e rains); (in Prague); today)�3d ` s �E((In Prague); (it �e rains); today)�3d ` s pc



3. Extending the Behavior of Deep Modes 57Had we put the \ep ne :::" directly to the s , like in�3df ep ne s ; Location; T imegthen we would have run into trouble, since from
it ` ep rains ` �3df ep ne s ; Location; T imeg ...(in Prague) ` n 
 Location ...today ` n
 T ime(rains; (in Prague); today)�3d ` ep ne s �Eit �e (rains; (in Prague); today)�3d ` s nEwe would not be able to obtain \In Prague it rains today" since projectivecommutativity only allows permutation within the structure composed by�.Using the other categorial assignment to \rains", (it�erains) ends up withinthe structure, so that projective commutativity can be properly applied.3 Extending the Behavior of Deep ModesIn the previous chapters I restricted the behavior of deep modes to a baselogic without any further structural rules de�ning associativity or (variouskinds of) commutativity. Here I will add one kinds of commutativity to thedeep dimension: projective commutativity.In 4 I will discuss a basic setup for incorporating structural indicationsof informativity into dblg. In FGD, the notions of `contextual boundness'and `contextual nonboundness' have been proposed as structural notions, onwhich a sentence's topic/focus-articulation can be based [45]. That is, nodesin a dependency structure can be labelled as either contextually bound ornonbound, and -for projective dependency trees- a recursive de�nition isgiven in [45] that groups the contextually bound nodes into the sentence'stopic, and the nonbound nodes into the focus. The \null-hypothesis" ad-vanced below is that we can infer from the application of speci�c deepcomposition rules (for example, projective commutativity, bringing aboutnon-canonical word order) whether a dependent is contextually bound ornonbound.4 Commutativity and InformativityThe basic idea explored here is rather simple: When dependents occur in aposition di�erent from the position speci�ed in the category of a head (mir-roring the head's valency frame), then such can be taken as an indicationof the dependent's informativity. The hypothesis is particularly applicableto languages like Czech, and probably also Japanese, where it is primarily



58 Chapter 5. Extending DBLGthe structure that provides an indication of how informative particular de-pendents are - contrary to English, which is a relatively �xed word orderlanguage, in which particularly intonation is used to indicate informativity.First, let me recapitulate the linguistic ideas behind FGD's notions ofcontextual boundness and nonboundness.4.1 Linguistic IntuitionsContextual boundness and nonboundness are primary linguistic notions usedto classify semantemes in a tectogrammatical representation as reecting aspeaker's disposition towards the actual state of a�airs talked about, andhis e�orts to accommodate the hearer's needs as to be able to interpretwhat the speaker intents to convey (cf. [45], p.177). Thereby, contextualboundness can be understood as the linguistically determined counterpartsof cognitive notions such as salience, `given', recoverable from the alreadyestablished discourse context; whereas contextual nonboundness primarilycorresponds to `novelty', not indicating a reference to something establishedbut signalling the introduction something new into the context, a choiceamong \competing" entities in the context, or the modi�cation of somethingrecoverable.It should be noted that the property of being contextually bound ornonbound is a local property, namely localized to the governing head. Aconsequence of this localization is that we can try to `bundle' a head withits contextually bound and nonbound elements, in order to get more abstractview of what is `informatively' going on in the deep structure.Here, we will conceive of a clause's verbal head and its contextuallybound and nonbound dependents as a CB/NB-con�guration. Furthermore,the more semantic counterpart of a CB/NB-con�guration we take to be atopic/focus-articulation - which, due to the locality of the CB/NB-con�guration,therefore also becomes a concept which starts operating already at clause-level (and not at sentence-level). The nice consequence of a clause-levelperspective on topic/focus-articulation is that a complex sentence gets anembedded topic/focus structure. Notably, embedded clauses will have theirown topic and focus, which, by the dependency on a higher clause, will relateto the higher level topic or focus depending on what the higher level clausebelongs to.4.2 Structure and InformativityHow do structure and informativity relate? As was already pointed outin Chapter 1, there is an ordering de�ned over all the dependencies dis-tinguished for a particular language: the so-called systemic ordering. Im-portant is that the systemic ordering is not just an abstract ordering. Itis also reected in a word's valency frame: for all dependencies Di, Dj in



4. Commutativity and Informativity 59that valency frame, it holds that Di �so Dj implies that Di precedes Djin the valency frame. The relation between deep word order and surfaceword order can be sketched as follows. Assume we have a tectogrammaticalrepresentation in which all dependents are ordered according to the systemicordering - or more precisely, the dependents are ordered according to theirrespective dependency relations by which they modify the head. Then, thesentence realizing that tectogrammatical representation would display thestandard surface word order. We call such sentences with tectogrammaticalrepresentations that have all their dependents ordered according to the sys-temic ordering, primary cases. Secondary cases are those sentences whichhave strings that, once functionally interpreted, result in a tectogrammaticalrepresentation in which some dependents are not ordered according to thesystemic ordering. Slightly rephrased, in primary cases dependents occurin what can be called canonical order, whereas in secondary cases there aredependents that occur in non-canonical order.The main hypothesis underlying the discussion below is then thatStructural indications of informativity arise by the interplaybetween (non-)canonical ordering and systemic ordering.More precisely, a small number of hypotheses can be put forward whichspell out this interaction in more explicit terms. Particularly, for dblg, thefollowing observations can be made. In dblg, categories for heads formalizethe notion of valency frame, and as such systemic ordering is maintainedin the categories as well. As long as a deep mode of composition is usedwhich is non-commutative, canonical sentences will be analysable. In otherwords, as soon as commutativity comes into play, non-canonical orderingcan arise. Below I will argue that each of the hypotheses can convenientlybe formalized using restricted forms of commutativity.4.3 Basic HypothesesThus far, contextual boundness and nonboundness have been described inthe literature primarily from a generative point of view. That is, given aparticular content a speaker would want to convey, how would a dependencystructure have to be composed, such that a sentence could be generated thatwould convey that content?Haji�cov�a et al present in [10] a more analytic perspective by discussingan algorithm for identifying the possible articulation(s) of topic and focus.As the authors note, though, the algorithm holds only for a simple type ofEnglish sentences (namely those of primary case), and should be extendedso as to take into account also deeper embedded modi�cations.The hypotheses and their formalization in terms of dblg as presentedin the next subsections draw upon [10].Consider the following quotation from [45]:



60 Chapter 5. Extending DBLGIf no surface `movement' rule intervenes (i.e esp. in cases of\free" word order), SO may be determined as follows: given agoverning word that can be expanded by two di�erent modi�-cations, A and B, occurring in the surface in this order (withnormal intonation), neither of them being CB, and given furtherthat the surface order BA (or, in the case of A preceding B,placing the intonation center on A), is possible only if B is CB,then A precedes B under SO. (pp.194-195)Instead, if we take an analytic perspective, for which we can assume thatthe systemic ordering of kinds of dependency relations (SO) is given, thenthe following hypothesis can readily be formulated.Hypothesis I Given a valency frame V for a word w, and two -di�erent-slots A and B in V, with A preceding B (in SO, and hence in V). Ifstrings s1, s2 are functionally interpreted as modifying w by depen-dency relations B and A, respectively, and string s1 precedes s2 in thesurface form, then the modi�er corresponding to s1 is CB.This hypothesis is highly similar to Haji�cov�a et al's Rule 1'. However,what our hypothesis does not cover is the following ordering:(5.3) a. Yesterday it rained.b. It rained yesterday.The ordering of \yesterday" in a (non-canonical) position to the rightof its canonical position leads us to consider \yesterday" in (5.3b.) as con-textually nonbound. Which can be easily veri�ed by reading the sentenceout loud with a standard intonation. The reason why hypothesis I does notcover (5.3) is because that hypothesis concerns leftward ordering, whereashere we are dealing with rightward ordering. Therefore, we could come toentertain the following hypothesis, besides hypothesis I:Hypothesis II Given a valency frame V for a word w, and two -di�erent-slots A and B in V, with A preceding B (in SO, and hence in V). Ifstrings s2, s1 are functionally interpreted as modifying w by depen-dency relations A and B, respectively, and string s2 succeeds s1 in thesurface form, then the modi�er corresponding to s2 is NB.Remark 4.1 The problem of hypothesis II is that it is not always directlyapplicable. It clearly depends on the language, as for how far right move-ment is allowed. Thus, we would perhaps want to have a less general version- in Tamil, or Sinhala, only those elements (rightwards) moved into imme-diate preverbal or postverbal positions are to be considered contextuallynonbound, whereas in Japanese it is only a dependent occurring in the di-rectly preverbal position that -arguably- should be considered nonbound.



4. Commutativity and Informativity 61On the other hand, if we would formulate (di�erent kinds of) commutativ-ity such that these restrictions would be taken into account, hypothesis IIcould be properly relativized.Hypotheses I and II are concerned with non-canonical ordering in thesense of a leftward or rightward \movement", respectively. However, neitherhypothesis says something about elements that remain in situ, but whoseCB/NB-ness may depend on the fact that other elements occur in non-canonical ordering.Example 4.1 Consider for example the following two sentences:(5.4) a. It rains in Prague.b. In Prague it rains.If we assign to \rains" a category ep ne �2df s ; Locationg, then (5.4.a)is a primary case. In this unmarked case, the verb is considered CB, andthe dependent NB - although this does not follow from the hypotheses. For(5.4.b) it is the case that, by hypothesis I, the dependent \in Prague" can beconsidered CB, but that still leaves the verb's informativity in the middle.Therefore, a third hypothesis is needed that covers the primary case,and cases like (5.4.b) where the node itself remains in situ, though whosecontextually boundness or nonboundness depends on the context, i.e. thenon-canonical ordering of other nodes.Hypothesis III.a In a primary case, all dependents occurring before thehead are considered contextually bound, and all dependents occurringafter the head are considered contextually nonbound.Hypothesis III.b Given an appropriate notion of sentence-�nality (i.e.right before the verbal head like in Japanese, or end of sentence likein English or Czech), then the rightmost element in the dependencystructure, including the verbal head, is considered contextually non-bound.Remark 4.2 Before discussing how these hypotheses could be incorporatedin dblg, I should remark that the hypotheses are aimed to provide anoutset from which more elaborate cases can be considered. By no means thehypotheses above should be taken as all-encompassing.4.4 FormalizationFor the formal incorporation of the hypotheses, I �rst introduce two kindsof commutativity: Leftwards projective commutativity (pcl) and rightwardsprojective commutativity (pcr). Both are structural rules in which nodes



62 Chapter 5. Extending DBLG(possibly being entire subtrees) are moved within the domain of a�-composition- therefore, they are projective since no crossing dependencies will arise fromthis kind of commutativity.De�nition 4.1 (Left- and Rightward Projective Commutativity)x ` Ci :MAx y ` Cj : LAy...s[(::x::y::)�] ` Ck : NB [MAx ; LAy ]s[(::y::x::)�] ` Ck : NB [LAy ;MAx ] pcly ` Cj : LAy x ` Ci :MAx...s[(::y::x::)�] ` Ck : NB[LAy ;MAx ]s[(::x::y::)�] ` Ck : NB[MAx ; LAy ] pcr �Remark 4.3 The distinction between leftwards and rightwards should beclear: In [pcl] y is moved to the left of x, whereas in [pcr] y is moved to theright of x. The distinction is real since both inferences are one-way, contraryto standard commutativity. Projective commutativity, [pc], is simply de�nedas the combination of both [pcr] and [pcl].Subsequently, if a grammar for a speci�c language is written as a dblg,we can make use of [pcl] and [pcr] in combination with a set of suitablehypotheses to determine the contextual boundness or nonboundness of nodesin a dependency structure.Example 4.2 Hypotheses I through III are applicable to (relatively simple)Czech sentences. Their formalization is as follows.Notation 4.1 Within a term (i.e. the dependency structure) I will mark acontextually bound node using a superscript cb, and a contextually nonboundnode using a superscript nb.De�nition 4.2 (Basic CB/NB for Czech) Given Hypotheses I throughIII, the following structural rules model a basic theory about contextual bound-ness and nonboundness for Czech:Hypothesis I: x ` Ci :MAx y ` Cj : LAy...s[(::x::y::)�] ` Ck : NB [MAx ; LAy ]s[(::y::x::)�] ` Ck : NB [(LAy)cb;MAx ] pcl



4. Commutativity and Informativity 63Hypothesis II: y ` Cj : LAy x ` Ci :MAx...s[(::y::x::)�] ` Ck : NB [LAy ;MAx ]s[(::x::y::)�] ` Ck : NB [MAx ; (LAy)nb] pcrHypothesis III.a:s1 ` C1 :MAs1 ::: t ` Ch : �ni fC1; :::; Cm�1; Ch ; Cm+1; :::; Cng :::sn ` Cn :MAsns[(s1; :::; sm�1; t; sm+1; :::; sn)�nj ] ` Ch :MAs1 :::MAsm�1NBMAsm+1 :::MAsn ]s[(s1:::; t; :::sn)�nj ] ` Ch : S[(MAs1 )cb:::(MAsm�1 )cb(NB)cb(MAsm+1 )nb:::(MAsn )nb] canHypothesis III.b:(s1; :::; t; :::; sn)�ni ` s : (MAs1 )x:::(MAsm�1 )y(NB)z(MAsm+1 )w:::(MAsn�1 )v(MAsn )u(s1; :::; t; :::; sn)�ni ` s : (MAs1 )x:::(MAsm�1 )y(NB)z(MAsm+1 )w:::(MAsn�1 )v(MAsn )nb is�Remark 4.4 In [is], the variables u,v,w,x,y,z are meant indicate that eitherthe nodes already have received a cb/nb marking, or not yet.Example 4.3 Let me illustrate the rules de�ned above with two examples.(5.5) Koupil kluk koblihu.(5.6) Kluk koupil koblihu.The �rst sentence can be translated as \A boy bought a donut" whereasthe second sentence can be translated as \The boy bought a donut". Thede�niteness of \boy" in the second sentence is due to the fact that it shouldbe judged cb, whereas in the �rst sentence both dependents should be con-sidered nb.- Signature: Given a standard, non-commutative mode of deep compo-sition d, the linkage axiom schema is instantiated for the couples [d=pc]and [d=sc] (that is, d can be changed into either pc or sc). Mode schas access to [pcl]; [pcr] and [is], whereas mode pc has access to [can].Dependencies are as in the appendix; features are left out for the sakeof brevity. 
 stands for functional interpretation, as usual.



64 Chapter 5. Extending DBLG- Lexicon: f(kluk ` n : boy),(koupil ` �3df s ; Actor; Patientg : �rxa; xpbuyf(Actor : xa); (Patient : xp)g),(koblihu ` n : donut)gThe analysis for the �rst sentence is straightforward. Observe that, af-ter the dependents and the head have been composed into a dependencystructure, the mode of composition d is changed into pc, after which thestructural rule corresponding to Hypothesis III.a (primary case/canonicalordering) can be applied.koupil ` �3df s ; Actor; Patientg : �rxa; xpbuyf(Actor : xa); (Patient : xp)gkluk ` n
Actor : boykoblihu ` n
 donut : donut(koupil; kluk; koblihu)�3d ` s : buyf(Actor : boy); (Patient : koblihu)g �E(koupil; kluk; koblihu)�3pc ` s : buyf(Actor : boy); (Patient : koblihu)g d=pc(koupil; kluk; koblihu)�3pc ` s : buycbf(Actor : boy)nb; (Patient : koblihu)nbg canThe analysis of the second case is slightly more involved.koupil ` �3df s ; Actor; Patientg : �rxa; xpbuyf(Actor : xa); (Patient : xp)gkluk ` n
Actor : boykoblihu ` n
 donut : donut(koupil; kluk; koblihu)�3d ` s : buyf(Actor : boy); (Patient : koblihu)g �E(koupil; kluk; koblihu)�3sc ` s : buyf(Actor : boy); (Patient : koblihu)g d=sc(kluk; koupil; koblihu)�3sc ` s : f(Actor : boy)cbgbuyf(Patient : koblihu)g pcl(kluk; koupil; koblihu)�3sc ` s : f(Actor : boy)cbgbuyf(Patient : koblihu)nbg isThe reader should observe that this time, we are unable to decide (giventhe structure) whether the verb should be contextually bound or nonbound.Following [10] the verb can be considered ambiguous in this respect.For the dependents it can be decided whether they should be contextuallybound (the Actor) or nonbound (the Patient). What is important here isthe move from d to sc: sc makes it possible to move resources around, sothat we can arrive at the observed surface form. It is also due to this move(by linkage) that [can] can not be used in this derivation: there is no linkagebetween sc and pc.4.5 Topic/Focus-ArticulationFinally, let me briey elaborate on how the above discussion relates to thePraguian theory of Topic/Focus-Articulation.



4. Commutativity and Informativity 65The notions now called `topic' and `focus' can be traced back to the workof Weil mid-nineteenth century. Weil's work was resumed by several Germanlinguists in the decades around the turn of the millennium, and subsequentlyin the Prague Circle by Mathesius, recognizing that the distinction betweentopic and focus was important to problems ranging from intonation to wordorder - issues central to the description of natural language. Within FGD,the theory of topic/focus-articulation was further developed by Sgall andhis collaborators, in particular Haji�cov�a.A distinguishing characteristic of the Praguian notions of `topic' and`focus' is that they are not primary, but are derived from (based on) thestructural notions of contextual boundness and non-boundness1. The fol-lowing abstract de�nition of topic and focus as to their relation to contextualboundness and nonboundness is given by Sgall et al in [45] (p.216f):� The main verb belongs to the focus if it is NB, and to the topic if it isCB;� the NB nodes depending on the main verb belong to the focus, and sodo all nodes (transitively) subordinated to them;� if some of the elements of the tectogrammatical representation be-long to its focus according to either of the above points, then everyCB daughter of the main verb together with all nodes (transitively)subordinated to it belong to the topic;� if no node of the tectogrammatical representation ful�lls the �rst twopoints above, then the focus may be more deeply embedded.It is this aspect of being derived that leads us to view topic/focus-articulation as symbolizing the interface between discourse and sententialstructure, rather than a structural characteristic of the sentence. This inter-pretation is one of the subtly di�erent interpretations one might distinguishin modern Prague School writings on this issue; cf. [8, 42, 39].What is important to observe about the perspective of topic and focusbeing derived is that we arrive at di�erent predictions as for what is in thefocus, and what is in the topic. Consider for example sentence (5.7), whichVallduv�� and Engdahl provide as an illustration of an all-focus sentence:(5.7) [He loves it.]fOn the FGD-based account, however, every weak (unaccented) pronounis considered as contextually bound, and as such we would only predict thenarrow focus1As compared to a range of other theories concerning semantic topic and focus; seeVallduv�� and Engdahl's [50].



66 Chapter 5. Extending DBLG(5.8) He [loves]f it.We should note here that even though Vallduv�� and Engdahl do considerthe weak pronouns `He' and `it' \inert" with regard to the focus, which mighttherefore as well be left out (p.476), they do seem to claim that the pronounswould not have to be grounded (p.475). Thus, there we arrive at a moresubtle di�erence between these approaches (and as such relativizes the claimon (p.471) that their approach covers all informational constructions foundin the literature).Another interesting consequence of the derived notion of topic and fo-cus is that, whereas some authors (like Halliday, Dahl) have opted to in-clude both topic-comment and focus-ground in the informational structureto cover the following ambiguity(5.9) a. [John]topic [drinks beer.]commentb. [John drinks]ground [beer]focusor adopt a tripartite structure instead of a bipartite one (Vallduv��),the CB/NB-based account simply considers the verb ambiguous as for itsCB/NB-ness. It is not structurally determinable whether the boundaryshould be strictly before or after the verb - see Haji�cov�a et al's [10] for anaccount that (algorithmically) describes this phenomenon.On the other hand, the characterization of contextual boundness andnonboundness we employ here is not related to intonation (yet). Proceed-ing strictly from word order, we are thus facing a problem when elements`intended' for topic occur in canonical position:(5.10) a. What did Mary give to Harry?b. Mary gave a bowtie to Harry.Because \to Harry" occurs in canonical position, it would be consideredcontextually nonbound - whereas, given the prosody, it should be character-ized as bound given that it follows a H� accounted unit. We leave this issueas a topic for further research, and just note within FGD the interaction be-tween structure and prosody has received ample attention (cf. [45]), whichcould be formalized within the setting of DBLG mirroring approaches likethe ones advocated by Oehrle [37] or Hendriks [12].Similarly, there are cases in English where the focus appears fronted(instead of in situ). [50] cites the following example by Hannay:(5.11) a. Did you get wet?b. Bloody soaking I was.



4. Commutativity and Informativity 67This phenomenon (called Y(ddish)-movement, rhematization, et cetera)is not predicted by our account here. It could easily be incorporated, though,by adhering to Rochemont's proposal which requires that all foci get frontedin such a case. A structural rule that would allow (enforce) all the rightcanonical (default NB) elements to move in front of the left canonical ele-ments (default CB), could achieve that2.Obviously, there are various other, similar phenomena that would needmore attention - the relation between structure and kinds of foci like verumfocus [50], presentational focus [17], et cetera.

2Again, when assuming neutral intonation; if we have a stressed verb, then the modi�erssucceeding the verb are considered contextually bound (Sgall, p.c.).



Chapter 6A Few Arguments for DBLG1 Remarks on the Dependency/Constituency De-batePerhaps ever since the entering of Chomsky on the stage of formal linguis-tics, and the accompanying turn to perceiving syntactic structure in termsof constituency, dependency grammarians have been campaigning for theircause against what they see as a denial of a well-established view of syntax,con�rmed by the test of time. After all, as for example Mel'�cuk notes in [29](p.24), within various grammatical traditions dependency trees had beenindependently accepted as descriptions of natural language syntax - eversince Antiquity. Constituency, on the other hand, was devised only at thebeginning of this century by the German psychologist Wundt, and broughtinto the realm of linguistics by Bloom�eld in the thirties.To set the two approaches apart as theories about natural languagesyntax, we may want to conceive of them as going on the following twohypotheses, respectively:The Dependency Hypothesis: The structure of natural language can beexplained in terms of how distinguishable units are related by seman-tically motivated relations.The (Immediate) Constituency Hypothesis: [47], p.73:\[T]he main as-pects of the syntactic patterning of the sentence are appropriately cap-tured by dividing it into n parts, each of which again can be dividedinto parts of its own, etc., until individual word forms are reached."Whether either hypothesis can indeed count as an explanation, leadingto theory, should ultimately depend on whether it can be veri�ed by the em-pirical data it purports to explain: natural language syntax. Dependencygrammarians, as said above, content that (what is called here) the depen-dency hypothesis has been veri�ed to a large degree. Time, and in particular,descriptive adequacy have told, as dependency they argue [29, 45, 47, 44].Describing the syntactic structure of a sentence in terms of dependencyrelations between heads and dependents shows an interesting balance be-tween what one could call exibility and �ne-grainedness:68



1. Remarks on the Dependency/Constituency Debate 69Flexibility , in what may be taken to function as a dependent,Fine-grainedness , classi�catory in terms of being able to distinguishparts of a sentence not only by their internal structure, but also bytheir function (i.e. involvement in the dependency structure), andstructurally in terms of there being no superuous information in adependency structure.From the relational nature that is inherent to the perspective on syntax,exibility is obtained by describing syntax in terms of how units should berelated (vz. the valency frame), but allowing the form of these units tobe of `any' linguistically reasonable kind. This is distinctly opposite to theconstituency approach, since there the forms are directly determined by thelarger constituents/phrases in which they appear. This kind of exibility ismost easily illustrated by examples involving coordination:(6.1) I believe X drinks his tea with and Y without sugar.Remark 1.1 Needless to say that people working in the constituency-basedapproaches have tried to address this particular problem concerning coor-dination. Usually, (partial) solutions involved the introduction of \exibleconstituents" (Steedman) or \dependency constituents" (Barry/Pickering[1]).On the other hand, the dependency approach inherently has a �ne-grainedness not easily matched by the constituency approach. One andthe same form will, under the constituency approach, be classi�ed as oneand the same phrase, but may, under the dependency approach, be relatedto a head by di�erent dependencies, depending on the context. An empiricalexample is that of complex fronting of groups of wordforms that are mostlyPPs, but belong -generally- only to a small subset of dependency relations.Fine-grainedness also shows itself in the dependency structures, wherethe head/dependent-asymmetry together with a tree containing no nonter-minals makes it possible to easily characterize, for example, word orderphenomena like verb-secondness or the Wackernagel position. Namely, thesecond position is simply directly after the leftmost dependent.Remark 1.2 Naturally, the arguments above -in favor of a dependency-based approach- are not all the arguments advanced by dependency gram-marians. For more arguments, see the references cited above. My reason forputting forward the arguments as I did is primarily that they appear quiteclear and indisputable.Dependency-based grammar is primarily put forward as a descriptive



70 Chapter 6. A Few Arguments for DBLGapproach to natural language syntax, rather than a formal grammar1. Nev-ertheless, dependency-based frameworks have often been blamed for being\inconsistent", \incomplete", and \unveri�able" by various authors (for ex-ample, Br�oker, Dressler), up to this day. As a result, perhaps, one can ob-serve a trend to incorporate ideas from dependency-based grammar into for-mal grammars, rather than providing a formal, dependency-based grammar.Consider for example the incorporation of the head/dependent-asymmetryin Categorial Grammar [33, 1, 16], Head-Phrase Structure Grammar [43],or Dynamic Dependency Grammar [30].2 Some Arguments for DBLGWhat arguments can be given for the viability of dblg? dblg, beingdependency-based in the sense of incorporating from the start both thehead/dependent-asymmetry and dependency relations. The advantageousexibility and �ne-grainedness can be obtained in dblg due to the use ofdependencies as categories, and the formalization of functional interpreta-tion (
) and realization (�) - provided, of course, that a proper model isgiven for 
 and �.What is more, it can be hoped that dblg will be able to draw on therich body of descriptive, linguistic theory that has been developed within thePrague School, in which much of contemporary issues have been addressedto quite some depth. A notable example is the role of informativity inPrague School's FGD, in the form of contextual boundness/nonboundnessand the therefrom derived notion of topic/focus-articulation. In the previouschapter I showed how some basic intuitions about contextual boundness andnonboundness can be formally incorporated into a dependency-based logicalgrammar for Czech.Finally, dblg combines linguistic insights from the tradition of dependency-based grammar with a contemporary, powerful grammar formalism, namelymultimodal logical grammar mmlg. That brings a dependency-based gram-mar into the realm of formal grammars.3 Final Remarksdblg, as I developed it here, is of course not without any drawbacks. Onecriticism one may levy against dblg is that a reasonable amount of deco-ration is introduced in order to deal with speci�c phenomena (like option-1Whereby I understand a `formal grammar' to be a grammar which is based on a well-de�ned logic that is shown to guide every description of a phenomenon, rather than agrammar which uses mathematical tools in its basic de�nitions. In this sense, HPSG isnot a formal grammar either, since the (ontological) foundations of HPSG (in the 1994version) are still to be formalized - see for example[23].



3. Final Remarks 71ality/obligatoriness of dependents, dependent-head agreement, etcetera), inthe context of n-ary composition. Alternatively, if dblg would have em-ployed binary modes in both dimensions, decoration could be replaced bydi�erent modes of composition that would properly capture the desired be-havior.There is, however, a drawback to this solution. Although I �nd it tech-nically enticing, it would also introduce a notion of \non-terminal" in thegrammar. In dblg as it stands, a valency frame is either entirely �lled, orentirely empty - there are no inbetweens. If binary modes would be intro-duced, it would be possible for a valency frame to be only partially �lled (orpartially empty). Which goes against the intuitions of dependency-basedgrammar - as soon as a Curry-Howard isomorphism would be establishedbetween formulas and terms, the terms-as-dependency structures would in-clude nonterminals. (Needless to say, there may be the possibility to de�nea contraction/normalization over terms to get rid of `spurious information'like nonterminals.)It remains a topic for further research whether n-ary products, modellingmodes of composition, could be de�ned such as to enable one to dispensewith decoration.Other points that deserve further research are the de�nitions of freemodi�cation and of optionality. The reader familiar with work in linearlogic may see the connection between these two de�nitions, and the \!"operator in linear logic that makes contraction and weakening accessible: Foroptionality, contraction would perhaps be a more natural formal de�nition,and weakening for free modi�cation, instead of the de�nitions given in thisreport.Finally, the relation between formulas and terms in a multi-modal logicalgrammar like dblg deserves perhaps more attention - particularly, what itwould mean to have an isomorphism rather than a correspondence, and whatthat would require in terms of the semantics (\model theory") underlyingan mmlg (de�ning the intended meaning of its modal operators).



Appendix ADependencies and FeaturesIn this appendix I give a list of kinds of dependencies, and types of features,as currently employed in dblg.1 DependenciesBelow the distinguished dependencies are given, in the order of the systemicordering (Chapter 1; see also [45]). For a more exhaustive list of dependen-cies, see [42]. The numbers occurring before the dependencies correspondto their placement in the list of [42].Dependency Description Can appear on3 Actor Inner Participant verbs6 Time (when) Free modi�er verbs16 Manner Free modi�er verbs23 Location Free modi�er nouns, verbs30 Patient Inner Participant nouns, verbs33 E�ect Inner Participant verbs36 Gen.Rel Free modi�er nouns38 Descr.Pr. Free modi�er nounsRemark 1.1 As [42] remarks, a Descriptive Property \denotes a propertythat does not restrict the semantic extent of the noun (golden Prague; sweetFrance)" (p.61) - unlike a General Relationship which \is restrictive andexpressed by an adjunct or relative clause" (p.60).2 FeaturesThe table below describes the features -currently- distinguished in dblg.For the technical descriptions, see Chapter 3.
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2. Features 73General Speci�c Description Can appear ondefin def,indef De�niteness:def=de�nite, indef=inde�nite nounscase nom, acc Case:dat, inst nom=nominative, acc=accusativedat=dative, inst=instrumental nounsgen fem, mas Gender:fem=feminine, mas=masculine nouns, verbsnum sg, pl Number:sg=singular, pl=plural nouns, verbstense past, pres Tense:past=Past tense, pres=Present tense verbsper 3rd,1st Person:3rd = Third person, 1st=First person verbs
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