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A. Syntax in Functional Generative Description

1. Dependency syntax in underlying structure

The theoretical framework of Functional Generative

Description (FGD) has been elaborated by the research group

of formal and computational linguistics at Charles

University, Prague. This approach applies the strict

methodological requirements of a formal description of

language and, at the same time, it uses results gained by

classical European structural linguistics, especially by the

Prague School. In such a way, as we want to document,

certain advantages can be gained in what concerns the

economy of the description and its general applicability. In

the present Chapter, we can only outline the basic points of

FGD, as far as they are immediately relevant for an analysis

of the syntax of English, without going into details and

into the technical issues of a formal description

(a detailed discussion of FGP can be found in Sgall et al.

1986, Hajicova 1993, and Sgall 1992; its formal aspects have

been presented by Platek et al. 1986 and Petkevic 1995). An

elaboration of FGD in full detail and its complete

application on English still have to be carried out; this

task is the more promising if it is performed on the

background of comparing such typologically distinct

languages as Czech and English.

The core of the understanding of syntax in FGD consists in

analyzing the sentence on the basis of dependency syntax

(the principles of which were the first time systematically

analyzed by Tesniere (1959). In FGD, we work with

tectogrammatical representations (TRs) of sentences, which

reflect their underlying (deep) structure.

The central position in a sentence is occupied, in the

prototypical case, by a finite verb. Its valency can be

understood as the set of those kinds of dependency

relation (functors) between the verb and the items dependent

on the verb as on their head. They can be divided into

arguments or (inner) participants and adjuncts

(circumstantials or 'free modifications'). The (underlying)

subject is understood as one of the participants, although

it (similarly as the modification of attitude) has certain

specific properties, being in a sense more loosely connected

with the verb than the other dependents of the verb.

Typical kinds of participants are: Actor/Bearer (underlying

subject), Patient (underlying direct object), Addressee

(underlying indirect object).

Among the typical kinds of adjuncts there are: Locative,

several Directional and Temporal modifications, Condition,

Means, Manner. The adjuncts dependent on a verb are also

called adverbials.

Also nouns, adjectives and some other word classes have

their valency, as will be illustrated below (in ex. (1),

only the Possessive and the general Restrictive adjunct are

included, with 'Possessive' being understood in a broader

sense, ie. as 'appurtenance').

Sentence (1) with its TR in Fig. 1 is a preliminary example

of the dependency structure of a sentence:

(1) My younger brother arrived there yesterday.

A dependency tree, illustrated by the example in Fig. 1, can

be written in a linearized form; since the tree in a TR

meets the condition of projectivity (cf. Sgall 2001), there

is a one-to-one relation between the tree (i.e. a connected

graph with a root r and with every other node j adjacent 

'from below' to a single edge that marks the node as dependent 

on a different node) and the linear string, in which every

dependent is enclosed in its pair of parentheses;

a subscript at the parenthesis oriented towards the head

denotes the kind of dependency relation between this

dependent and its head:

(2) ((my)Poss (younger)Restr brother)Act arrived (Dir there)

     (Temp yesterday)

arrived

brother


there


yesterday

my

younger

Fig. 1

         



A simplified form of the dependency tree

           



constituting the TR of sentence (1).

It should be recalled that also the values of morphological

categories (ie. of Tense, Modality, Number, Definiteness,

etc.) are present in the TRs. They are represented here by

indices of the lexical units, grammatemes. Thus, in a more

detailed account of (2), at least the following values would

be present: Comparative with younger, Singular and Definite

with brother, Preterite and Indicative with arrived. The

lexical units would be represented by abstract symbols for

individual lexical meanings.

The left-to-right order of the nodes of a TRs together with

the respective indices indicates the topic-focus

articulation (TFA) of the sentence (more exactly, of the

TR). TFA, based on the notions of communicative dynamism

(which is decisive for the 'underlying word order') and of

contextual boundness, is understood as one of the basic

aspects of underlying structures; a characterization of this

hierarchy is presented in Chapter B below.

2. Classifying the valency slots

It is necessary to work with operational (testable) criteria

for classifying the data on valency. Such criteria are based

first of all on the possibility of the given kind of

dependent to occur with every verb token.

(i) Inner participants can be distinguished from

circumstantials on the basis of the fact that only the

latter can occur freely (even more than once with a single

occurrence of a verb), whereas the former occur at most once

as dependent on a single verb token and are bound to certain

verbs.

This concerns first of all the (underlying) objects:

   direct (Objective, Patient):

      to build a house;

      to destroy a house;

      to see a house;

      to think of something;

      to address someone;

      to elect the chairman;

      to choose a spokesman;

   indirect (Addressee):

      to give Mary a book

   second (Effect):

      to elect so. the chairman;

      to choose him as chairman;

      to do sth. as chairman.

Also the underlying subject (Actor/Bearer) is bound to a

subset of verbs, since in sentences such as (3) the

pronoun is just a morphemic filler, which does not display

any semantic alternative, and thus has no correlate in the

TR (also in (4) such a filler is present, the actual

subject, or at least the underlying one, Actor, only follows

the verb). The Actor corresponds to different cognitive

roles, ie. in the domain of cognition (ontological content),

which is not immediately determined by the structure of an

individual language, the Actor corresponds to a deliberate

agentive, as in (5), to an experiencer (recipient), as in

(6), to a non-active 'theme' as in (7), and so on (for

a systematic classification of cognitive roles it is

necessary to work with individual verbs, or with small

groups of verbs, in cases such as to sell and to buy, with

which the Actor corresponds to the seller and to the buyer,

respectively; the referents of both of these are actively

involved in the event to the degree that either of them

agrees with the transaction to be performed).

(3)(a) It was raining there yesterday.

   (b) It is dark here.

(4)(a) It follows that Bill has read the letter.

   (b) There are many French books in this store.

(5) Jim listened to the bells.

(6) Jim heard the bells.

(7) The door opens into the garden.

These inner participants (arguments) differ from free

modifications (adjuncts, circumstantials, adverbials),

a preliminary list of which is as follows (for the specific

issues of Attitude, see Koktova 1986):

  Temporal - when, how many times, since when, till when,

     how long, for how long

  Manner - e.g. He works hastily; They have done this in

     another way

  Accompaniment - They came here with their children;

  Means (Instrument) - with a knife;

  Difference - two inches taller;

  Benefit - for someone;

  Comparison - as bright as something; brighter than sth.;

  Locative - in Glasgow; at UCLA;

  Directionals:

     from where - from Prague; escape from the crisis;

     which way - through the forest;

     where to - to; into;

  Condition - He will do it if you agree;

  Cause - since; because;

  Aim - in order to; for the sake of;

  Concession - although;

  Result - so that;

  Regard - with regard to;

  Extent - He spent his money to the last penny;

  Norm - in accordance with;

  Criterion - according to;

  Substitution - instead of.

Complementations dependent mainly on nouns:

inner participants:

  Material (Partitive) - two baskets of sth.;

  Identity - the river Danube; the notion of operator;

free modifications:

  Possession (Appurtenance) - my table; Jim's brother;

     Mary's car;

  Restrictive - rich man;

  Descriptive - the Swedes, who are a Scandinavian nation.

As has been mentioned, a free modification (adjunct) can

occur more than once as dependent on a single verb

occurrence, cf. e.g. the two modifications of Cause

depending on stayed in Last night Neil stayed in the pub due

to the rain, since he had forgotten to take his umbrella, or

the three three Temporal adverbials of the type 'when' as

adjuncts of came in Yesterday Bill came home late in the

evening.

The boundary line between arguments and adjuncts is not

clearcut, especially in certain points in which a slowly

proceeding change is doing on; cf. e.g. examples such as

This room has been slept in, in which (under restrictions

that can be specified in terms of phraseology and of

semantics) the functional load of Passive leads to a

development of passive forms even though the active forms

are not (yet) understood as transitive (ie. displaying a

direct object). In Czech, a similar development concerns

first adjectives such as ob vaně, obdivovaně, then passive

forms (byla obdivov na) and only later also the active forms

with an Accusative object (Obdivovali ji; with Ob vali se jˇ

still only the Genitive object occurs).

Since in English also the indirect object (Addressee) may

have the (surface) subject as its counterpart in a passive

construction (e.g. Mary was given a bracelet by Jim),

certain recent theories understand the Addressee

constructions with and without the preposition to as

basically different and see Mary as the "first object" in

sentences such as Jim gave Mary a bracelet, whereas

they consider bracelet to constitute the "first object" in

Jim gave a bracelet to Mary. There are reasons to handle the

difference between such two sentences as relevant first of

all for the topic-focus articulation of the sentences.

The dichotomy of arguments and adjuncts concerns the kinds

of complementations (valency slots) as such. On the other

hand, the difference between obligatory and optional

dependents concerns the pairs of a kind of dependent and a

lexically specified head:

While the inner participants prototypically are obligatory

(cf. e.g. Jim saw Eve), the circumstantials mostly are

optional, e.g. to be sitting (somewhere) (to a certan aim)

(for some time). However, there are also marked (secondary,

non-prototypical) cases, in which an argument is optional,

as e.g. the Addressee in to read a book (to someone), and

those in which an adjunct is obligatory: to behave somehow;

to last for some time; to arrive at a place.

Often a dependent is obligatory, although deletable (ie.

present in the underlying structure, however absent in the

morphemic and phonemic forms of the sentence). The criterion

relevant for such cases is J. Panevova's 'dialogue test',

which shows that e.g. with to arrive the Directional 'where

to' is obligatory, although it can be deleted (elided) on

the surface, cf. the following dialogue:

     (A) Jerry arrives tomorrow.

     (B) Where to? (A's assumption that the place is known

          to the hearer is not valid, but this does not

          make the dialogue altogether incoherent.)

     (A) *I don't know.

This answer would disqualify the speaker, but it is

acceptable after In which way?, Why?

Different kinds of complementation (valency slots,

dependency relations) can be distinguished from each other

by means of criteria such as the following ones:

(a) If two morphemic means differ in their tectogrammatical

functions, ie. correspond to different kinds of

complementation, then the speaker is able to distinguish.

Thus, e.g., with to die from hunger and to return from

London the difference (between Cause and Directional) is

evident (although the linguistic concepts are not always

known to the speaker, s/he is able to specify that hunger

was the cause of the death and London was the point of

departure of the return). On the other hand, with a sentence

such as (8) the speaker may not know whether this was an

intentional action.

(8) John rolled down the hill and broke the window.

Therefore agentive and experiencer (or theme) differ only as

cognitive roles, rather than constituting two different

kinds of participant in the system of language. Thus, in the

TRs only Actor/Bearer is present, and the fact that it

corresponds to two different cognitive roles is just a caase

of indistinctness or vagueness (underspecification).

(b) If it is impossible to combine two different

constructions in coordination, the kinds of dependency

differ; cf. the impossibility to coordinate the Temporals

'how often' and 'when' in (9), the Directional and 'when' in

(10), or Origin and 'how often' in (11):

(9) *Jim said this three times and yesterday.

(10) *We came home and yesterday.

(11) *He bought a car from Jim and twice.

Some of the modifications are combined with certain semantic

features, called syntactic grammatemes. In some cases these

can be best specified as prototypical meaning of individual

prepositions; thus, Locative is further specified by in, on,

under, between, etc., some of these also occur with

Directional 'where to', as do to, into and onto; the other

Directionals behave similarly.

In further cases, such a syntactic grammateme has only two

values: with Accompaniment or Regard they can be understood

as the positive and the negative values, +/- (with/without).

As has been mentioned, it is necessary to proceed to a more

subtle classification of the adverbials; e.g. with Manner it

will be useful to distinguish between Manner Proper

(quickly, consistently, etc.) and Manner by Comparison (like

a lightning); with Loc.where there is a difference between

she got hurt in the kitchen and she got hurt on her

shoulder).

Moreover, complex items have to be taken into account; among

phraseological units of different kinds, the complex

predicate expressions are most important for syntactic

analysis: the combinations of a verb with a general

meaning and either an adjective (to be hungry) or an object

(to have a headache) exhibit certain syntactic properties

similar to those of a single predicate.

A  further problem concerns such clustering adverbials as

from where to where or from when till when, which, at least

with certain verbs (of motion or of duration, respectively)

behave similarly as a single complementation (for how long).

A crucial issue is that of the orientation of the dependency

edges, ie. of the specification of the head. In the

endocentric constructions the dependent(s), rather than the

head, can be left out without loosing the grammatical

well-formedness of the construction. This concerns examples

such as (with the dependents closed in parentheses) colour

(of pencil), (large) window, sleep (in a bed), ie. most of

the adjuncts. With exocentric constructions the situation is

not that simple, but a similar criterion can be used if it

is generalized from the layer of individual words to that of

word classes: in constructions such as see something (verb

with Patient) or give someone something (verb with Patient

and Addressee) the nouns functioning as objects are not

always present (cf. the intransitive verbs, which have no

object, and also those transitive ones the objects of which

are optional). Also the Actor can then be understood as

dependent on the verb, since there are verbs not requiring

any Actor; thus, in it is raining the pronoun admits no

other alternative, ie. there is no semantic equivalent of

the subject, and the pronoun can be regarded as a surface

(morphemic) filler of the subject position, displaying a

function similar to that of the presonal endings in the

Latin or Czech equivalents (pluit and prçˇ, respectively).

Let us add that also subjects such as it in It happens that

people make mistakes (which plays the role of an anaphoric

or, more precisely, cataphoric item, coreferential with the

that-clause) or there in There were many young people

present at the ceremony may be understood as morphemic

fillers of the subject position in the surface word order,

which have no direct counterparts in the TRs.

3. Examples of simplified valency frames

Note: Superscript 1 marks the given complementation as

obligatory; optional crcumstantials are not included (they

can be determined by a list concerning a whole word class).

read V Act1 Addr Obj

change V Act1 Obj1 Orig Eff1

give V Act1 Addr1 Obj1

arrive V Dir 'where to'1

behave V Mann1

rain V

brother N Appurt1

man N

glass N Material

full A Material1

green A

4. An asymmetry between meaning and content

The kinds of dependency (ie. of arguments and adjuncts) in

the TRs have to be distinguished from cognitive roles, as we

have mentioned in Section 2.2 and as will be discussed in

more detail in Section 4. In certain cases a shifting

from the argument that prototypically corresponds to a given

cognitive role into another argument can be found, and, as

stated by J. Panevova, in the domain of the aguments of

verbs this shifting is determined by the following general

rules:

(i) If the verb has just one argument (obligatory or

optional) in its valency frame, then this is the Actor.

(ii) If the verb has just two arguments (obligatory or

optional) in its valency frame, then these are the Actor and

the Patient.

The effects of these rules, schematically rendered by Fig.

2, may be illustrated by the following examples:

(12) The book appeared.                   Pat --> Act

(13) She prepared soup from potatoes.     Eff --> Pat

(14) He abandoned his family.             Orig --> Pat

(15) Jim addressed the whole family.      Addr --> Pat

                                            Addr

                   Act <-- Pat <-- Orig

                                            Eff

                          Fig. 2.

             The scheme of argument shifting.

Moreover, the examples (16) - (18) illustrate the fact that

an agument corresponds to different cognitive roles with

different verbs. Inferencing is necessarily included in the

procedure of semantic(-pragmatic) interpretation, to reveal

the cognitive role rendered by an argument. This inferencing

is carried out on the basis of factual knowledge, provided

by intrasentential co-text in (16), (17), and by

extrasentential co-text or situational context in (18)).

(16) John built a house.      Act - Agentive

(17) John got a letter.       Act - Experiencer

(18) John broke a window.     Act - Agentive or Experiencer?

5. Complex sentence

In a complex sentence, the subordinated (dependent) clauses

depend on heads included in the respective governing clause, i.e. 

the main verb of the subordinate clause depends on a word

contained in its governing clause. Thus in Martin came there

late, since he spent some time with his sick mother the verb

spent, i.e. the main verb of the Cause clause, depends on

came, which is the main verb of the main clause, ie. the

root of the dependency tree of the whole sentence. In more

complex cases (with deeper subordination of clauses), not

every governing clause is a main clause; e.g. in Jim told us

that he would like to sell his car, since his income was

reduced the verb form was reduced depends on the higher

(governing) verb sell (on which thus the whole Cause clause

depends), but the verb sell itself is contained in

a subordinated clause that depends (as a clause of Indirect

Speech) on told.

It may be seen from these examples that it is possible to

use the term 'to depend' both for the relationship between

two nodes (dependent or subordinated and governing or the

head), as was the case with a verb from depending on another

in our examples, and also for the relationship between a

head and a whole subtree headed by the dependent node (i.e.

the whole dependent clause). We understand dependency as a

direct relationship, corresponding to a single edge in the

tree, whereas 'subordinated' may be used also for indirect

relationship (transitive closure), so that in the last

mentioned example was reduced is subordinated to told,

although there is no direct dependency relation connecting

them.

A dependent clause always is a complementation (argument or

adjunct) of a word present in its governing clause; most

often this is the verb. This concerns finite verb clauses as

well as infinitival clauses. Typical examples of the

positions of dependent clauses are:

adverbial - Cause, Condition, Aim (He came here to look for

   Susan), Time (This happened after they left), etc.

Patient - Indirect Speech, including Indirect Question (Jane

   did not know  whether Mary was already at home.

   Jane asked me when Mary comes back home, etc.

Actor - Indirect Speech (Why was he doing that was not

   important, or with a subject-like filler, necessary with

   inversion: It was not important why he was doing that.),

   etc.

Restrictive or Descriptive Attribute - Relative Clause: the

   verb of this clause depends on a noun or pronoun present

   in its governing clause (in The boy who started the

   quarrel should be punished, the verb started depends on

   the noun boy as a Restrictive Adjunct, in The boy, who

   started the quarrel, should be punished, started depends

   on boy as Descriptive; with a pronoun: Those who know

   Brian well cannot be surprised.

It is important to see that in Indirect Speech the tense has

a value of Relative Tense (the event referred to by the verb

is expressed as anterior, simultaneous or posterior to the

event of the verb of the governing clause), and this also

concerns clauses subordinated under the clause of Indirect

Speech (a comparison of Czech and English as for Relative

Tense, based on J. Panevova's analysis, can be found in

Hajicova et al. 1971).

Let just remark that in a compound sentence (cf. Section

6 below) each of the coordinated clauses exhibits

a dependency structure of its own. This also concerns

coordinated clauses dependent on a governing clause, as

e.g. in This train, which starts in Bratislava and goes to

Rome, is an Eurocity train, in which both starts goes depend

on train.

6. Relationships between meaning and other levels

As was mentioned, the topic-focus articulation (TFA), which

is semantically relevant and indispensable for an

interactivity based account of syntax, is discussed in

Section 3, where it is shown that TFA can get an economical

description within a dependency-based account of underlying

syntax.

The relationships between the TRs as the level of linguistic

(literal) meaning and the domain of cognition (involving

semantics and pragmatics without an immediate connection

with the structure of an individual language) are

characterized in Section 4.4.

Here we want to present a view on the connections between

dependency syntax and other levels of language structure,

adding a remark on the relation of dependency and

coordination.

6.1. Underlying syntax and morphemics

Most of the syntactic relations and of the values of

morphological categories are expressed by morphemes, be it

by affixes or endings, or by function words (prepositions,

subordinating conjunctions and auxiliary verbs, cf. e.g. to

for Addressee, since for the adverbial of Cause, will for

Future). In an analytic language such as English, function

words prevail, and it is also characteristic that word order

directly expresses some of the relations, especially those

between the verb and its subject (Actor) and direct object

(Patient). In the prototypical case, the subject precedes

the verb and the direct object follows it, as in Tom was

reading a book, but other options are also present in

specific contexts, such as Him I know (with a left preposed

object, which is contextually bound), Then emerged a nice

view on the town, or "This is not so," exclaimed Jim (with

different kinds of subject inversion).

While (underlying) syntax, characterized by TRs, basically

has the shape of dependency trees, the morphemic

representations of sentences can be understood as strings of

morphemes, some of which are connected more closely (within

the boundaries of a word-form) than others. Thus, the

morphemic representation of (19), the simplified linearized

form (cf. Section 1 above) of whose TR is (19'), has - with

many simplifications - the form of (20), where the dot

indicates the closer connection of morphemes ('semes')

within a word-form, Part stands for Past Participle and the

other abbreviations are meant to be self-explainig:

(19) Mary has visited our country last spring.

(19') (Mary)Act visit.Indic.Perf (Pat (we)Poss

       country.Def.Sing) (Temp.when (last)Restr spring.Def)

(20) Mary have.3rd.Sing.Indic.Pres visit.Part our

       country.Sing.Def last spring.Sing.Def

As our example indicates, one of the main differences

between the two levels consists in the fact that not every

morphemic word-form represents a syntactic unit. The

function (synsemantic) words are viewed as function morphemes,

syntactically fixed to certain lexical (autosemantic)

words - prepositions to nouns, conjunctions and auxiliaries

to verbs, in the prototypical case. It is not adequate (not

economical) to represent function words by specific nodes of

the syntactic tree.

In this way it is reflected that function words are not

lexical units proper in a sense in which autosemantic words

are; their function is grammatical, and their counterparts

in the TRs are as follows:

(a) As far as function words (and other function morphemes)

are immediately semantically relevant, they can be indicated

by indices of complex node labels in the TRs (this concerns

the morphological grammatemes - values of tense, aspect,

modalities, number, definiteness); thus the tectogrammatical

correlate of the analytic verb form has visited from (19)

is, in (19'), visit.Indic.Perf, i.e. the lexical unit with

its grammateme values. Thus also the difference between

prepositions (which are abundant in an analytic language

such as English) and case endings (which are more typical of

inflectional languages, such as Czech or Latin), although

important for a typological characterization of languages,

is not immediately significant for the underlying structure,

in which with both language types prepositions correspond to

grammateme values and to the syntactic relations, indicated

in the TRs as values of edges.

(b) As far as they are relevant just for grammatical

agreement, function morphemes concern only the relationship

between syntax (tree) and morphemics (string). This concerns

person and number with verbs and, e.g. in Czech, also

gender, number, and case with adjectives.

While the number of words thus grows in comparison with the

number of tectogrammatical trees, also the opposite

numerical asymmetry is present: Morphemic representations

display less words than TRs do in the cases of deletion

(ellipsis), some of which are grammatical and regular, such

as those in (21), others being limited to specific

contextual occasions, cf. (22) and (23):

(21) These colours were used for painting in the 18th

      century. (deletion of 'general' Actor)

(22) Yesterday I was present in my study and the day before

      John (was present) in his.

(23) (What did Eve eat this afternoon?) I think just a

      banana.

In the TRs, the underlying counterparts of the deleted items

are present. In other words, the speaker may only use

a contextual deletion if s/he assumes that it will not be

difficult for the hearer to identify the referents of the

deleted items; cf. our remarks on deletability in Section

2. above.

Other differences between TRs and morphemic representations

concern the order of items, ie. the difference between

'underlying' and surface word order; they are discussed

in Chapter B.

It should also be noted that, while the units of

tectogrammatics are regular, not exhibiting synonymous

variants in different contexts (or ambiguity), the

corresponding morphemic units display a certain degree of

irregularity (e.g. Patient or Direct Object, as well as

Addresse, is expressed by different forms - with and without

prepositions; the auxiliaries will and shall, expressing

Future Tense, vary in individual contexts, and so on. Much

more irregularity (including grammatical and lexical

synonymy and ambiguity) is found in the phonemic means of

expression of individual morphemic items (thus, e.g., the

Preterite forms are specific for small group of 'strong'

verbs, and the Plural forms have exceptional shapes with

certain words).

6.2. Is 'surface' syntax necessary?

The main differences that often are cited as distinguishing

'surface' syntax from underlying structure, concern

passivization and nominalization. However, as the following

examples show, it can be doubted whether there is full

synonymy between these and the primary constructions. The

presence of this synonymy would support the view that

passivized and nominalized constructions require a specific

level to be present in the theoretical description of

language - a level identical neither to tectogrammatics (in

which a single value would be present as the correlate of

two synonymous constructions), nor to morphemics (in which

each of the analytical forms is divided into several words

in the string).

(24)(a) Jim observed John willingly.

    (b) John was observed by Jim willingly.

Since an adverbial of Attitude such as willingly is

semantically connected to the subject of the passive verb in

(b), such two sentences certinly are nt synonymous. The

choice of subject connected with passivization thus is

relevant not only for the syntactic 'perspective', but also

for the TRs. In other words, passive has to be distinguished

from active already in the underlying structure.

(25)(a) After Mike's arrival they will stop the discussion.

    (b) When Mike has arrived they will stop the discussion.

    (c) After Mike arrives they will stop the discussion.

A nominalized construction does not express all temporal

distinctions, as follows from the fact that both (25) (b)

and (c) correspond to the same nominalized (condensed)

sentence (a). The temporal relationship between arrival and

the verb appears to be indistinct, rather than ambiguous

(cf. Section 4.4). This makes it difficult to understand (b)

and (c) as two underlying sources of (a); it is preferable

to handle (a), (b) and (c) as having three different TRs,

i.e. to treat words such as arrival as lexically derived

words, rather than grammatical forms of the verb. It is then

not crucial that some of the syntactic properties of the

source verb (the core of its valency) are shared by such

derived nouns (and also by certain derived adjectives);

thus, e.g. Mike's in (22)(a) can be understood as Actor of

the noun 'arrival'.

If the choice of subject belongs to tectogrammatics, and so

does the difference between a verb and a deverbal noun or

adjective, then 'surface' syntax perhaps is not necessary as

a specific level in a theoretical description of language.

This reduction of the number of levels understood to

constitute the system of language has been suggested in FGD

(Sgall 1992) similarly as in Chomsky's 'minimalist program'.

While with the latter only the two interface levels have

been retained (cf. in Section 4.1 above), with the former we

still work with at least three levels, distinguishing

morphemics (with sentence representations of the hape of a

string) from tectogrammatics (with trees or more complex

networks, cf. Section 7 below) and from phonemics in

theoretical linguistics.

On the other hand, in the domain of automatic natural

language processing, the complexity of the relationships

between tectogrammatics and morphemics makes it useful, for

technical reasons, to work with more specific modular

components, in which some kind of 'surface syntax' may be

useful. Such levels usually are parts of systems serving to

automatic syntactic tagging of large corpora (e.g. Penn

Treebank for English or Prague Dependency Treebank for

Czech, see Hajič 1998) or to parsing for the aims of machine

translation or of communication with intelligent systems, of

information retrieval, grammar checking, etc.

7. Dependency and coordination

It is well known since many decades that the relationship of

coordination (and probably also that of apposition) concerns

another dimension than syntactic dependency. In such a

sentence as (26), there is a coordinated subject that

fucntions as a whole as dependent on the verb and also as

the head of the relative clause.

(26) Jim and Mary, who have two children, went to Boston.

The underlying structure of such a sentence cannot be

rendered by a planary graph (tree); since such coordinated

groups can contain more than two members - without any fixed

maximal number, and since some of their members may itself

consist of coordinated structures and display further

dependents, coordinated or not. Thus, neither the width nor

the depth of the combinations of dependency and coordination

has a fixed upper limit. A theoretically appropriate

framework thus can only have the form of a multidimensional

networks. However, as we shall see, the network can be

assumed to meet strong restrictions on the relationships

between the different dimensions (projectivity, see Sgall

2001), and this makes a univocal linearization of the

networks possible (using, again, parentheses with

subscripts).

Let us go first through some examples, which illustrate also

the possibilities of deletion and of ambiguity:

(27) Jim went to Boston and Mary (went) to Chicago.

(28) Jim and Mary went to Boston. - ambiguity:

   (a) Jim (went to Boston) and Mary went to Boston.

   (b) Jim and/with Mary went to Boston.

(29) Jim and Mary are a nice pair. (just (b): group reading)

(30) Jim and Mary came there together.

(31) Jim and Mary or Mike and Jane played against Bill and

     Martha. (ambiguity: or is either higher or lower than

     the two occurrences of and)

(32) Jim and Mary met (each other, reciprocity).

At least the following kinds of coordination have to be

distinguished: conjunction, disjunction (strings of

unlimited length), adversative (pairs).

Apposition appears more adequately to be treated as another

kind of a similar relation (of a dimension different from

dependency) than as an underlying predication (with

deletion): Mary and John, (who are) our neighbors,... This

would mean that apposition could be identified with

Descriptive Adjunct, but this probably is not always

possible; with connectives such as namely, viz., ie.

a similar deletion hardly is possible.

8 Language acquisition

One of the significant concepts brought into discussion by

N. Chomsky is that of universal grammar, which he

understands as the supposed common core of language systems,

rather than as a part or kind of grammar. This notion is

closely connected by his view of 'innate ideas' constituting

a biologically conditioned foundation of natural language.

The point is that the acquisition of a mother tongue is not

immediately based on innate properties specific for a given

language, but the child relatively easily learns the

language used in her/his environment. No systematic teaching

is necessary, it is sufficient for the child to be exposed

to the use of the given language and occasionally to be

corrected or instructed. The question still is discussed to

what a degree this capacity is innate to every human being,

and how much is gained on the basis of the interactivity of

language in communication, ie. of the steps determined by

the child's involvement in the use of the language.

Chomsky's Universal Grammar, assumed to constitute the core

of all natural language systems and to be based on innate

properties, is understood to be responsible for the fact

that the language can be so easily learned.

An alternative to this approach is offered by those

frameworks that, like FGD, use dependency based syntax,

partially "free" word order in the underlying

representations and work with much of grammatical

information included in lexical entries (esp. in the valency

frames). With such an approach, the core of language can be

described in a minimalized, economical way.

The fact that the dependency trees that represent the core

of the TRs meet the condition of projectivity makes

a univocal linearization of the networks possible, using,

again, parentheses with subscripts, cf. the discussion of

exx. (2) and (19) in Sect. 1, and 6.1, respectively. Since

a parenthesized string of symbols comes close to that layer

of elementary logic that is assumed to be generally more or

less directly accessible to human beings (Boolean algebra,

propositional calculus), the easy learnability of a system

of this degree of complexity (its being close to innate

human properties) is not surprising. Although the linear

representation itself certainly does not directly represent

the form in which language is internalized in human brain,

the equivalence of the linear representation to the

multidimensional network thus supports the chosen approach.

Without assuming the existence of a highly complex innate

system, it is possible in this vein to look for an

explanation of the easy learnability of the core of natural

language on the basis of a mechanism the general human

acquirability of which has to be acknowledged on independent

(psychological) grounds and of a further development in the

context of the interactivity of language, as anchored in the

process of communication.

Moreover, this account meets the requirements of what

Chomsky called Cartesian Linguistics. The positions of the

individual components of the language system and of the

semantico-pragmatic interpretation (which leads from

underlying structures to the content of utterances) can be

schematically represented as is indicated in Fig. 3.
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B. Topic-focus articulation (information structure) of the

sentence

Petr Sgall

1 General and historical overview

In formulating a sentence, the speaker has the possibility

to distinguish between those sentence parts which (s)he

presents to the hearer(s) as easily accessible in their

memories ("given" information) and those which are to be

attached to these in a "new" relationship. In a declarative

sentence the latter items are asserted to hold about the

former ones.

As exx. (1) and (2) illustrate, the items presented as

'given' are primarily expressed by weak (unstressed)

pronouns or deleted, whereas those modifying the hearer's

memory state as 'new' include the bearer of the intonation

centre (indicated by capitals).

(1) (Is Paul going there by bus?) He's going by TRAIN.

(2) (Shirley met a young pair there.) She only recognized HER,

not HIM.

This domain has been dealt with under several headings, such

as Functional Sentence Perspective or FSP, theme-rheme

structure, information structure of the sentence, etc.; we

prefer to speak of topic-focus (comment) articulation, or

TFA. After the pioneering inquiry by Weil (1844), these

issues were discussed by German linguists (G. von der

Gabelentz, H. Paul, P. Wegener, H. Ammann and others), as

well as in Russia (cf. the notion of 'logical stress'), and

elsewhere. They were then introduced into structural

linguistics by V. Mathesius in Prague and have become, step

by step, one of the crucial points of discussions concerning

relationships between syntax, semantics and pragmatics.

The first account that has been elaborated in detail is that

presented by Firbas (1957; 1975; 1992), who speaks of

'Functional Sentence Perspective'. Firbas added a third

element to the dichotomy of theme and rheme, viz. the

transition, consisting primarily in the temporal and modal

elements of the verb, and he introduced the scale of

communicative dynamism (CD) as going from theme proper

(typically at the beginning of the sentence) to rheme proper

(at its end). His subtle characterizations of a large number

of examples and his manysided analyses of written and spoken

texts are extremely stimulating. Very well grounded and

useful is Firbas' view of the sentence as "a field within

which the degrees of CD are distributed" and which may

include subfields (clauses, phrases) of lower ranks,

displaying their own articulations (Firbas 1957, p. 15f).

Although often rather vague terms are used, which are not

always firmly determined by operational criteria, it was

possible, as we shall see, to make some of the basic notions

clearer and to formulate more explicitly the interrelations

between them, as well as their position in the system of

language as a whole. Thus an explicit, formal descriptive

framework has been constructed that allows for handling TFA

as one of the aspects of underlying sentence structure and

for connecting this layer both with an interpetation in the

sense of intensional semantics and with a description of the

morphemic and phonemic means expressing TFA (this framework

is briefly sketched in Section 3 below).

Firbas bases his account (which can be only briefly

characterized here, without going into issues such as

sentences other than declarative, emotionality, or different

positions of individual kinds of adverbials, etc.) on the

following four factors that "determine" the perspective:

(i) "Linear modification" (which basically means word order)

"as a factor gradually raising degrees of CD can assert

itself provided no other factors work counter to it" (Firbas

1992, p. 10).

(ii) The "contextual factor" allows for a characterization

of "retrievable information" (op. cit., pp. 21-40), in which

the concept of 'known' information is narrowed

by introducing "the immediately relevant verbal and

situational context" (p. 22). Thus, even when a noun is

marked by the definite article as referring to entitities

that have either occurred in preceding co-text or are

present in the situation of the discourse, the noun may

convey 'new' information, cf. Firbas' (p. 21) example

numbered here as (3), and also the position of the stressed

pronoun him in our example (2) above.

(3) Beryl stepped over the window, crossed the veranda, ran

down the grass to the gate.

(iii) The "semantic factor" is "capable of operating counter

to linear modification" in determining degrees of CD in case

a context-indetermined item is placed at the beginning of

a sentence or of a subfield (pp. 41-65). The

context-independent subject e.g. in (4) has a higher degree

of CD than the verb and the into group (p. 59);

similarly, if the verb precedes a context-dependent

object or adverb, then the verb is more dynamic, as in (5),

cf. p. 43f.

(4) A very sweet look had come into the old lady's face.

(5) Bosinney was just the fellow who might tear up the

plans...

It is possible to add that, in the given context, when

reading the text aloud, the intonation center is to be

placed on the subject in (4) and on the verb in (5).

The semantic factor as such comes into play in Firbas'

analysis of the presentation function ("appearance on the

scene" vs. "ascribing a quality"), in connection with which

it should be remarked that the context-dependence of the

subject as such is directly relevant for CD, rather than the

lexical choice of the verb, cf. the opposition between

sentences such as (6) and (7):

(6) Also a foreigner got offended.

(7) In fact, at that occasion he appeared on the scene for

the first time

While the rhematic subject in (6) refers to a person just

being introduced to the scene, the thematic subject in (7)

is being ascribed a quality, although the lexical meanings

of the verbs themselves would not suggest this.

Sentences perspectivized either in the sense of presentation

or in that of ascribing a quality correspond to a general

dynamic scale:

Sett - Pr - Ph - B - Q - Sp - FSp

where Sett(ing) corresponds to a temporal or locative

adverbial, Pr(esentation) to a verb of appearance,

Ph(enomenon) to the entity that either is presented or

characterized, Q(uality) to a verb, and the last two symbols

to one or more specifications, cf. (8). The B-element can be

seen in the subject, if qualified by other parts of the

sentence, and instead of a simple verb element, a combination of

AofQ (ascription of quality) and Q is present in some

sentences, with the verb performing the ascription and

another item denoting the ascribed quality, as in (9).

(8) Ages ago (Sett) a young king (Ph) ruled (Q) his country

(Sp) despotically (FSp).

(9) He (B) felt (AofQ) despondent and disillusioned (Q).

(iv) The "prosodic" factor is understood primarily not to

contradict the linear, contextual and semantic ones,

although prosodic intensification may be imposed upon this

correspondence, in some cases giving more prominence to

a thematic element than to the transition, and in other,

highly emotive cases even re-evaluating the theme-rheme

relation. However, it seems to be worth discussion whether

in the former case a contrastive use is not present, and,

especially, whether in the latter case, i.e. with examples

such as (10), the intonation center (IC) may not preferably

be regarded as rheme proper, which is the usual case

(although certain exceptions even so probably would have to

be recognize; e.g. in English the rhematic subject of A boy

came into the room actually does not necessarily carry the

IC, cf. Firbas 1992, p. 176); (10) would then be understood

as coming close to a shortened paraphrase of (11).

(10) THAT's a laugh!

(11) As for a laugh, THAT's one!

It is questionable whether more perspicous results could not

be acheived if spoken discourse were understood as the basic

layer, with the written shape of sentences representing the

linguistic reality uncompletely, if the phonologically

relevant suprasegmental fatures are not indicated.

One remark may be added: the linear arrangement and the

contextual factor, as well as the prosodic one, can well be

understood to represent means of expression of FSP (in the

outer form of sentences and of discourse), however, the

semantic factor (in the narrower sense, as distinguished

from the contextual one) appears to be of another nature.

What all Firbas' "factors" have in common is that they allow

the linguist to decide on the FSP of a sentence (specified

as ambiguous in some instances).

An important finding by Firbas and his followers concerns

the fact that the degree of CD of an adjunct of a noun is

higher than that of the noun itself, if the adjunct is not

context-dependent. Svoboda's (1981) notion of diatheme comes

close to what especially in some German inquiries is called

'new theme', i.e. a (part of) theme that is not immediately

retrievable in the preceding co-text, cf. Western Europe

(12), or has there an antecedent of rhematic, rather than of

thematic character, as she has in (13).

(12) (What is the news?) Western Europe suffered strong

FLOODINGS yesterday.

(13) (Jim met JANET yesterday.) She looked TIRED.

The position of such items in CD would need a more

systematic discussion concerning the relationships to

Firbas' older distinction between theme proper and setting,

and to the opposition of syntagmatics and paradigmatics (cf.

Sgall 1986). Also with issues of transition it is not

altogether clear how to understand certain situations,

especially those in which only a temporal or modal element

is rhematic, as is the case with the positive or negative

modality in (14).

(14)(a) John HAS completed his dissertation.

(b) John has NOT completed his dissertation.

As we have seen, Firbas and his followers often use terms

that are neither based on testable criteria, nor

explicitly anchored in a conceptual framework for language

description (so that their relationships to the levels or

layers of language structure are not always clear).

It is not fully attractive for a modern theory to be based

on metaphorical formulations such as stating that a degree of

CD is understood as "the relative extent to which

a linguistic element contributes towards the further

development of the communication" (Firbas 1992, p. 8).

Nevertheless, with a partial reinterpretation of his views

it has been possible to use them as very useful starting

points in constructing a fully explicit theory that allows

for integrating the description of what he calls Functional

Sentence Perspective into a model of language that can get

a formal shape and be implemented in computers (see Section

3 below).

2 Recent accounts

The second half of the 20th century witnessed the rise of

fundamentally new approaches to theoretical linguistics,

connected first of all with N. Chomsky's work on syntax and

with R. Montague's contribution to semantics. The new

methodological requirements, aiming at a fully explicit,

formalizable description, have helped to open the way to a

large scale natural language processing based on automatic

procedures implemented in computers. One of the main

obstacles in these new developments concerns the fact that

the inquiries into information structure have remained on

the periphery of the basic research trends for a long time.

Often these inquiries want to apply the constituency based

syntactic frameworks, which leads to serious complications

due to the intrinsic correlation of information structure

with word order (and sentence prosody). It can be seen with

the approaches by J. Jacobs, T. Reinhardt and N.

Erteschik-Shir, or M. Rochemont, L. Rizzi, E. Selkirk and

others that whenever the word order is understood to

consitute a basic means of expression of syntactic

relations, as is the case with Chomskyan and other

constituency based approaches, the fact that neither topic

nor focus constitute a single constituent of any level, in

the general case, makes it necessary to complicate the

description either by working with two dichotomies (e.g.

'focus' vs. 'background' and 'topic' vs. 'comment') or by

relationships such as 'focus inheritance'.

3 Topic and focus in a description based on syntactic

dependency

3.1 The grammatical character of the articulation

Dependency-based syntax, which distinguishes between the

primary functions of function morphemes as expressing the

'static' syntactic relations and of word order as expressing

the 'dynamic' topic-focus articulation (TFA), offers an

appropriate background framework also for capturing TFA as

one of the main aspects of (underlying) syntax. In this

context it has been possible to apply the results of the

classical Prague School and to continue the research that

- from the work of V. Mathesius to that of J. Firbas and his

followers - has been based first of all on a comparison of

languages that differ from each other typologically as much

as Czech and English do. This has allowed for making these

results more precise in some respects and for formulating a

relatively very economical description of TFA within the

Functional Generative Description (FGD), see esp. Sgall et

al. (1980;1986), and Hajicova (1993).

Since TFA is relevant not only for the contextual

combinability of a sentence, but also for its semantics (see

Section 3.2 below), and since it is expressed by grammatical

means (word order, position of intonation centre,

constructions more or less similar to English clefting, or

even specific morphemes), TFA clearly belongs to grammar, to

the structure of the sentence, ad not only to the domain of

the process of communication.

The linguistic patterning of TFA is based on the

feature of contextual boundness. An item activated enough at

the given time point can be referred to as 'given',

contextually bound (CB), although it also can be mentioned

as 'new', contextually non-bound (NB), if contrasted to

other elements available for choice. Within the descriptive

framework, the opposition between CB and NB items can be

understood as a primitive notion. Empirically the difference

between these two values should not be understood as

immediately connected with the presence or absence of a

coreferential or anaphoric antecedent of the given lexical

occurrence in the preceding co-text; there are cases in

which e.g. a noun without such an antecedent is supposed by

the speaker to be easily available in the hearer's memory

and is used as grammatically CB, as e.g. Western Europe in

(12) above or you in (15), and cases in which a word having

such an antecedent is used as 'new', NB, if contrasted to

other elements available for choice, cf. already exx. (2)

and (3) in Section 1, or (16) below):

(15) (This task is rather difficult for me.) I believe you

can help me.

(16) (You and Jim certainly are good friends.) But this time

I would prefer to have YOU here (rather than him).

A test appropriate for operative checking of the opposition

of CB/NB may be seen in the question test: as the

relationship between (17) and (18), or that between (19) and

(20) shows, only an item absent from any question for which

sentence S is an admissible answer can be understood as NB

on all readings (meanings, underlying structures) of S and

an item present in all such questions is CB on all readings

on S; the other items in S may be understood as ambiguous in

this respect.

(17) Charles gave a bracelet to MARY.

(18)(a) What did Charles do?

(b) To whom did Charles give a bracelet?

(c) What did CHARLES do?

(d) What did Charles give to Mary?

(e) Who gave what to whom?

(19) John talked to his neighbour about a problem.

(20)(a) What did John talk about to whom?

(b) How did John behave towards his neighbour?

It may be assumed that (17) can answer (18)(a),(b) and (c),

but not (d), (e) or any other question not containing a word

referring to Charles (although specific problems are

connected with questions such as What is the news?). If

(17) answers (18)(a), then that meaning of (17) is present

with which the verb as well as both the objects are NB and

the subject is CB; if (b) is being answered, then only Mary

is NB, the other items being CB; if answering (c), (17)

includes the subject as CB, the other items being NB; after

(d), (17) is used with that meaning in which Charles, Mary

and the verb are CB, a bracelet being NB; and after (e) only

the verb is CB in (17). Similarly, (19) is used with his

neighbour and a problem being NB when it answers (20)(a),

and with the verb and a problem as NB when it answers

(20)(b). We do not pay attention to function words here (nor

to function morphemes), since they (with certain rather

marginal exceptions) are NB if and only if the corresponding

autosemantic lexical units are.

Another kind of tests is based on using a "natural" negative

response, cf. N. Chomsky's (1969) notion of 'range of

permissible focus' and such examples as:

(21) It was an ex-convict with a red SHIRT that he was

warned to look out for.

(22)(a) No, he was warned to look out for an automobile

salesman.

(b) No, he was warned to look out for an ex-convict

wearing blue jeans.

The possibility of these different continuations shows that

(21) is ambiguous, having different readings in which either

an ex-convict with a red shirt or only with a red shirt are

NB.

Furthermore, such tests can be used as those based on the

fact that, with certain rather marginal exceptions, only CB

elements can be deleted or expressed by unstressed (weak)

pronouns. We are aware that each of these tests has its weak

points, but their combination offers a relatively effective

means for checking which items are CB and which are NB in

the individual underlying structures of a sentence or in an

occurrence of a sentence in a discourse, ie. a sentence

token, an utterance.

Another of the basic notions is that of communicative

dynamism (CD), which we prefer to handle as a fully

syntagmatic notion. The scale of CD present in the

underlying structure of a sentence (and in an utterance),

can then be characterized as underlying word order, ie. the

left-to-right order of nodes in the dependency tree

underlying the structure of the sentence. We may assume that

topic proper and focus proper are the least and the most

dynamic elements of the sentence, respectively, the other

items occupying intermediary positions on the scale of CD,

where the verb either is the most dynamic element of the

topic or the least dynamic one of the focus. Furthermore:

(i) if an argument or adjunct is NB, then it is more

dynamic than its head;

(ii) if two arguments or adjuncts A and B depend on the

same head, then their positions in the scale of CD can be

characterized by the question test as follows:

in a sentence S that can be used as an answer to

question Q

(ii)(a) if A and B both are absent from Q and S can

also answer a question in which A and not B is present, but

S cannot answer any question in which B and not A are

present, then B is more dynamic than A;

(ii)(b) if - other things being as in (ii)(a) - S can

also answer a question in which B and not A is present, then

S is ambiguous, having two readings, in one of which B is

more dynamic, in the other less dynamic than A;

(ii)(c) if S cannot answer any question from which

A was absent, but can answer a question not containing B,

then B is more dynamic than A.

Thus, according to (ii)(a), a bracelet is less dynamic than

Mary in (17); according to (ii)(c), Charles is less dynamic

than either of these nouns; according to (i) Mary is more

dynamic than the verb, and this is more dynamic than

Charles. Since (19) can answer both (20)(a) and (b), (19) is

ambiguous in that in one of its readings the verb is more

dynamic than the Addressee, and in another reading it is

less dynamic. These examples show how the notions of CB and

of CD are related to each other.

The topic (theme) and the focus (comment, rheme) of the

sentence can then be specified as follows (if dependency

syntax, or a 'flat' structure is used and the function

words, similarly as function morphemes, are left out of

consideration):

(a) if the main verb or some of its arguments and

adjuncts (complementations, in the sequel) are NB, then

these sentence parts belong to the focus;

(b) if a sentence part other than the main verb belongs

to the focus, then so do all complementations of this

sentence part;

(c) if the main verb and all its complementations are

CB, then the rightmost (more exactly: most dynamic, see

below) complementation X has to be specified; if some

complementation of X is NB, then it belongs to the focus; if

none is, then the rightmost of them is specified as X, and

so on (for a more precise treatment, see Sgall et al. 1986;

Petkevic 1995);

(d) a sentence part that does not belong to the focus

belongs to the topic.

Points (b) and (c) may be illustrated by (23) and (24),

respectively:

(23) The neighbor of one of my friends keeps a turtle in his

GARDEN.

(24) (Which teacher did you meet yesterday?) I met the

teacher of ENGLISH.

In (23) one of my friends belongs to the topic, although it

is NB, and his belongs to the focus, although it is CB; in

(24) only the adjunct English constitutes the focus.

The options of the "free" word order often correspond to

different shapes of the scale of CD:

(25)(a) They have moved from New Jersey to Connecticut.

(b) They have moved to Connecticut from New Jersey.

Since in English such options are much more restricted than

in Czech and certain other languages, the order variations

are often conjoined with grammatical variations, or, as in

(28)(c), substituted by a switch of the intonation center:

(26)(a) I'll send some friends Christmas cards.

(b) I'll send Christmas cards to some friends.

(27)(a) Jim wrote several letters.

(b) Several letters were written by Jim.

(28)(a) I made a canoe out of every log.

(hardly acceptable with this intonation pattern,

cf. Fillmore 1971)

(b) I made every canoe into a log.

(c) I made a CANOE out of every log.

It should be noted that the sets of questions which can be

answered by the (a) and (b) examples differ in the aspects

relevant for the specification of CD.

TFA can be systematically described if it is taken into

account that the repertoires of types of complementation

display a certain basic (canonical) ordering, which

primarily corresponds to the scale of CD. Within the focus

part of the sentence the scale of CD reflects this basic

order, called systemic ordering (SO). Only if one or more of

the complementations occur in a sentence as CB, then their

position on the scale of CD can be shifted more to the left

than what would correspond to SO, cf. the examples (25)

- (28) above, where the (b) sentences differ from (a) in

that the item shifted to the left here belongs to the topic

in all readings.

This points to Dir(ectional)-from preceding Dir-to under SO

(cf. (25)), Addressee (cf. (26)) and Actor (cf. (27))

preceding Objective, and Objective preceding Effect (cf.

(28)). With other pairs of complementations, a similar

relationship can be found, see the following examples:

(29)(a) They went by car to a river. (Means - Dir-to)

(b) They went to a river by car.

(30)(a) Jim dug a ditch with a hoe. (Objective - Means)

(b) Jim dug a DITCH with a hoe.

(31)(a) Ron cannot sleep quietly in a hotel.

(Manner - Locative)

(b) In a hotel Ron cannot sleep quietly.

Here again, each of the (a) examples is ambiguous in that in

some of its readings the last-but-one complementation

belongs to the focus and in other to the topic. The (b)

examples are less ambiguous in that the correlate of the

mentioned group belongs to the topic (is CB) in all readings

(with the given intonation pattern, where the capitals

denote its secondary placement).

These and similar examples have been analyzed with several

series of psycholinguistic tests (for Czech, German, and

partly also for English, see Sgall et al. 1995). It appears

that for some of the main complementations of English the

prototypical scale of SO is as follows:

Time - Actor - Addressee - Objective - Origin (Source)

- Effect - Manner - Directional-from - Means

- Directional-to - Locative

Czech, and probably also German, differ from English in that

the positions of Objective and Effect in these languages are

more to the right, after most of the adverbial

complementations. Since Indo-European languages, thus,

differ from each other in the shape of SO, it has to be

admitted that SO changes during the development of

a language. Such a change being only slow, it may be assumed

that there are transition periods, in which the position of

a given pair of complementations in SO of a language varies

stylistically, locally, or with individual verbs, cf. e.g.

the difference between "old" verbs such as give and recently

coined ones, such as donate, in English: while the former

group conforms to the SO Addressee - Objective, the latter

group has the reverse order.

3.2 The semantic relevance of TFA

FSP is not only a matter of contextual positions of

sentences, of pragmatics; it is semantically relevant, even

in what concerns truth conditions. This is true not only for

sentences with such overt complex quantifiers as those

illustrated by (32), but also for other examples, cf. (33)

- (18).

(32)(a) Everybody in this room knows at least two languages.

(b) At least two languages are known to everybody in

this room.

(33)(a) They smoke in the corridor.

(b) They SMOKE in the corridor.

(34)(a) The king of France is bald.

(b) It is the present king of FRANCE who is bald.

(35)(a) Our victory was caused by Harry.

(b) Harry caused our victory.

The most obvious and relevant readings of these examples are

connected with presuppositions the repertoire of which

differs between the (a) and (b) sentences. While in (32)

this difference (connected with the notion of 'aboutness')

is responsible for that in the scopes of the quantifiers

(the less dynamic quantifier having the broader scope), in

the other cases the presence of a presupposition.

A presupposition can be characterized (for declarative

sentences) as follows: the assertion carried by sentence

S presupposes the assertion A if and only if A is entailed

both by S and by the (linguistic) negation of S.

Thus, (33)(a) presupposes that smoking takes place (is

allowed) somewhere and (33)(b) asserts about the corridor

that smoking takes pace there. Already Strawson (1964)

presented a way how to distinguish (by means of a criterion

similar to the question test) between such cases as (34)(a)

and (b). An occurrence of (34)(a) (referring to the actual

world, in which France is not a kingdom) is connected with

presupposition failure, since the definite subject is CB and

triggers a presupposition of the existence of the king of

France, which is not met. On the other hand, a token of

(34)(b) is not connected with presupposition failure, but is

an occurrence of a false sentence (since the group the king

of France is NB here, it does not trigger the

presupposition). Also in (35) the definite noun group

triggers a presupposition only if it is CB; (35)(b) entails

neither the victory, nor its absence, thus triggering only

what Hajicova (1984) calls 'allegation' (cf. Partee's 1996

discussion of this concept). In these cases the difference

concerns not just the opposition of falsity and

inappropriateness of an assertion, but directly that of

truth and falsity, and thus clearly belongs to semantics

proper.

Issues concerning TFA and the representation of its

correlates in a formal semantic framework have been

discussed from different viewpoints, mainly with the use of

generalized quantifiers, see esp. Rooth (1985), Krifka

(1992). Since these approaches analyze first of all those

cases in which the focus is connected with a focus sensitive

particle, we will return to the issues concerned in Section

4 below.

3.3 Three layers of word order

As we have seen, it is necessary to distinguish between

three layers of the ordering of lexical occurrences in the

sentence, in its (underlying) structure and in the valency

frames included in lexical entries.

(i) The grammar of a language determines the systemic

ordering of the valency slots (or the kinds of the

dependency relation): SO is specified in the valency

frames of individual verbs and other lexical units, with a

possible generalization for larger or smaller classes of

words.

(ii) In the underlying structures of individual sentences,

the scale of communicative dynamism (of underlying word

order) is present, which corresppnds to SO within focus, but

may differ from it in the left-dislocation of items included

in the topic.

(iii) On the level of morphemics, the surface word order is

present, which may differ from CD in several respects, some

of which concern 'shallow' rules such as the positions of

subject and object with respect to the verb in English, the

placement of an adjective before the noun, or the location

of function words, which may be illustrated by (36), where,

as is typical for English and many other languages, the

subordinating conjunction is placed in front of the embedded

clause, and the preposition in front of the noun group.

(36) Jim visited me, since he wanted to ask me for advice.

A strong condition that restricts the relationships between

the left-to-right order of items and the dependency relation

is that of projectivity, which is illustrated by Fig. 4 and

which can be specified as follows: a dependency tree

(accounting both for the dependency relations between heads

and their modifiers, and for the left-to-right order) is

projective if for every set of nodes a, b, c present in the

tree, it holds that if a depends on c, and b is placed

between a and c in the left-to-right order, then b is

subordinated to c, where "subordinated" means the transitive

closure of "depends" ("b is subordinated to c" means

"b immediately or through mediation of other nodes depends

on c").
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Fig. 4.

In a projective tree, there are no intersections

between the edges of the tree, indicating the

dependency relations, or between the edges and

the perpendiculars dropped from them.

Similar restrictions hold for the relationships between

coordination (apposition) and the basic two dimensions.

Thanks to these restrictions, a one-to-one linearization of

the underlying structures is possible, with pairs of

parentheses corresponding not only to dependency edges, but

also to coordinated structures, and the different possible

combinations of dependency and coordination (e.g. with

coordinated constructions and/or appositions including other

such groups, or an adjunct depending on a whole coordinated

construction) can be handled, cf. ex. (37):

(37) Mary and John, our neighbors, who are a nice pair,

arrive.

(37') (((Mary John)Conj (we)Appurt neighbor.Plur.Def)Appos

(Gener (Rel)Actor be.Indic.Pres (Obj (nice)Gener

pair.Sing.Indef)))Actor (here)Dir.2 arrive.Indic.Pres

The secondary cases (strongly limited exceptions), in which

the surface word order does not correspond to the projective

order of the underlying structure, can then be accounted for

by movement rules concerning morphemics. Thus, in the TRs of

(38) (with "heavy constitutent movement") and of (39), the

order of the lexical tokens is that indicated in (38') and

(39'); also the wh-words often are placed more to the left

than what would correspond to their underlying positions.

(38) I met a man yesterday, who asked me for your address.

(38') I - yesterday - met - a man, who...

(39) a larger town than Boston

(39') larger - than Boston - town

3.4 TFA and focalizers

Along with the TFA of the sentence as a whole (or of an

embedded verb clause), there are also cases in which

a focus sensitive particle or focalizer (J. Firbas'

rhematizer'), e.g. negation, words such as even, only, also

and sentence adverbials, is present, specifying a sentence

part as its own focus. While the Czech inquiries (and other

main trends of European structural linguistics, such as that

by M.A.K. Halliday), as we have seen, have based their TFA

analyses on properties of sentences, the tradition started

by J. Jacobs and continued by M. Krifka, M. Rooth and their

followers is based on the analysis of the positions and

functions of focalizers, which, with their foci and

backgrounds, are studied by methods proper to formal

semantics. An example of inquiries oriented towards

a synthesis of the two approaches can be found in the

writings by B. H. Partee with her co-authors (see esp.

Hajicova et al. 1998; cf. also Peregrin 1996).

In the prototypical case, the focus of the sentence is also

that of the focalizer, see (40) and (41), but there are also

cases in which a focalizer has another (partial, local)

focus, cf. (42), (43), or where the focalizer constitutes the

whole focus of the sentence (having the rest of the sentence

in its scope), as in (44):

(40) Jim has not ARRIVED.

(41) Jim has already ARRIVED.

(42) (Which book has only JOHN read?) Only John has read

KUNDERA's book.

(43) (Why didn't Mary sleep well?) Mary didn't sleep well

since she is ILL.

(44) Mary is NOT ill.

To capture these different positions of the focalizers, it

is necessary to distinguish between

(i) the sentence focus (F), typically placed after the

topic, marked by the intonation centre of the sentence

(indicated by capitals in our examples) and empirically

specifiable with the use of the question test or of a test

icluding a negative or adversative continuation, and

(ii) the focus (ff) of a particle or operator

(focalizer, f).

In the absence of an overt focalizer the positive modality

of the verb can be interpreted as an operator, which then

occupies the primary position in the sentence or in a finite

verb clause.

If the focalizer is placed in its primary position, as

the negation is in (40), it is asserted "about T"

that F(T) does not hold, which means that what is under

negation (ff) is identical to F; in other words, T is not

under negation and a typical definite noun group in T

triggers a presupposition that is not present if this group

is included in F, as in (45)(b) (cf. the discussion on ex.

(34) in Section 3.2 above): while both (45)(a) and its

positive counterpart entail the existence of Jim's brother,

this is not entailed by (45)(b), in which the entailment can

be classified as an allegation, rather than a presupposition

or a case of 'meaning proper' (if these kinds of entailment

are distinguished). The meaning of (45)(c) is similar to

that of (b); what is relevant here is the word order shift,

which, in English, is accompanied by passivization, or the

shift in the position of the intonation centre.

(45)(a) Jim's brother insulted MARY.

(b) Mary was insulted by Jim's BROTHER.

(c) Jim's BROTHER insulted Mary.

It is necessary to distinguish between ff and the scope of a

focalizer, since the latter can occur e.g. in an embedded

clause, cf. (46), in which the T of the before-clause

belongs to the scope of also, although not to its ff; the

scope of a focalizer f thus can be understood as consisting

of the background and the focus of f.

(46) Before John met also Jane, he had admired MARY.

3.5 Means of Expression of Information Structure

F proper, the most dynamic item in the sentence structure,

is generally expressed by the intonation centre (IC) of the

sentence (falling or rising-falling). With a noun group in

such a position, it is not easy to formulate the rules that

determine which part of the group carries the IC, since

e.g. the noun following an adjective can bear the main

stress within the group, although the adjective is more

dynamic, if both of them are NB, cf. (47):

(47) (What does Jim do here?) He is looking for a new CAR.

In the prototypical case, as we have seen with most of our

examples, F proper occupies the rightmost position in the

sentence; however, if IC is placed more to the left, then

its function overshadows the role of that position, as is

the casee e.g. in ex. (45)(c) above.

T proper often has a contrastive value (i.e. refers to an

entity chosen from a set of alternatives determined by the

context); this is expressed by a certain kind of phrasal

stress (usually rising), which we denote by italics:

(48) Paul's son has bought a new CAR and his daughter has

got an APPARTMENT of her own.

Ex. (48) also illustrates the fact that compound sentences

prototypically include spearate TFA patterns in their

individual clauses.

3.6 TFA and discourse patterns

The relationships between FSP and discourse patterns have

been studied from various aspects. Danes (1974) pointed out

how the 'thematic progressions' relate the topic-focus

dichotomy of an utterance to its position in a discourse

(where, prototypically, the theme is coreferential either

with the rheme or with the theme of the preceding

utterance). Carlson (1982) presented a manysided analysis of

the features of TFA in dialogues; Hajicova et al.

(1981;1995) discussed the interrelations between TFA and

restrictions on anaphoric relations, to which we devote our

remarks below. Lötscher (1987) and others attempt to

characterize not only the topic of a sentence, but also that

of a (part of a) discourse.

One of the relevant issues concerns the degrees of salience

of the elements in the stock of knowledge (information)

shared by the speaker and (according to the speaker's

assumptions) by the hearer(s).

An item activated enough at the given time point can be

referred to as 'given', i.e. denoted by a contextually bound

(CB) part of the sentence, although it also can be mentioned

by a contextually non-bound (NB) item, cf. exx. (2) and (3)

in Section 3.1 above.

It may be assumed that the degrees of activation constitute

a partial ordering, the main factors of which are:

(i) mentioning in preceding context (the referent of

the most dynamic element of the preceding utterance, i.e.

its focus proper, being the most salient item at the given

time point of the discourse);

(ii) activation by the situation (and by the relevant

specific knowledge, associative links etc.);

(iii) main indexicals (such as I, here, today) and

items of general knowledge as characterized by 'standing

salience' (elements which always can be referred to as

'given').

C. Syntax and semantics

In semiotics, the relationships between the layer of

expressions and the domain of cognition (or of ontology) are

classified on the basis of the well known trichotomy in

which syntax concerns the relations between expressions

themselves, semantics encompasses also the relations of

expressions to the entitites they express, and pragmatics

covers, moreover, the relations of expressions and of the

entitites expressed to the users of the language, i.e. to

the participants of communication using the language.

This semitotic trichotomy is highly useful for purposes of

analytic studies of language and cognition. However, it does

not immediately correspond to three distinct levels or

components of the system of language. On the one hand,

sentence representations on each level have their own

syntax, and this fact blurs the relationship between

sentence syntax and semantics. On the other hand, natural

language semantics and pragmatics are interwoven in such

a complex way that they cannot be distinguished as two

different layers of language structure. It is not only that

pragmatics plays a role in the meanings of some of the

morphological categories - such as modality (which includes

the speaker's standpoint to the expressed events) or tense

(which directly or indirectly concerns the relation of these

events to the time point of the discourse, i.e. to the

speaker's activity. Moreover, both semantic and pragmatic

moments are conjoined e.g. in certain lexical meanings (cf.

those of today, yesterday, in which the time point of the

discourse is referred to pragmatically, and the purely

semantic meaning of day is present).

Instead of distinguishing between a semantic and a pragmatic

component of natural language, it is essential to be aware

of the fundamental difference between the system of language

(F. de Saussure's 'langue' as a system of signs, which are

bilateral, ie. connect expression and meaning) on the one

side, and the domains of the cognitive (ontological) content

and of the process of communication (use of language). In N.

Chomsky's approach, the notion of linguistic competence is a

counterpart of 'langue', that of linguistic performance

corresponds to the use of language, and the opposition

between Logical Form and semantic interpretation matches

more or less completely the dichotomy of the Saussurian

'meaning' (understood here as 'underlying syntax', ie. a

component of 'langue') and (cognitive, ontological)

'content'.

Thus, the level of underlying syntax (or, in FGD,

tectogrammatics), can be compared to that of Chomskyan

Logical Form as for its position among the levels of the

system of language (although not as for its inner

patterning): it is this level that represents the interface

at which the system of language is connected with the

primarily non-linguistic domain of cognitive content. The

underlying structure constitutes a language-specific

patterning or 'form' of the cognitive content, as discussed

by F. de Saussure, L. Hjelmslev, E. Coseriu, and M. Dokulil

(cf. Sgall 1994); tectogrammatics concerns only relations

between linguistic signs, rather than relations to 'objects

expressed', to cognition and ontology.

The differences between oppositions of (linguistic, literal)

meaning and those of (cognitive, ontologial) content can be

briefly illustrated as follows:

On the one hand, with an expression displaying more than one

meaning we face a case of ambiguity (e.g. light is an

ambiguous expression, having at least two meanings, the

opposites of dark and of heavy). On the other hand,

vagueness or indistinctness is a property of meaning, rather

than of expression; examples of indistinct meanings are:

   now (time point or interval, how long?),

   wall/fence (how to draw the boundary line?),

   book (text or physical object; "systematic ambiguity").

Ambiguity (homonymy), and also synonymy, are 'resolved' in

tectogrammatics; every ambiguous expression has more than

one correlate here, and two or more synonymous expressions

have an underlying correlate in common. However,

indistinctness only is resolved in the domain of cognition

(e.g. what an interval is meant by now in a given context,

can only be understood using inferencing based on contextual

and/or other knowledge).

What we call 'meaning' is often denied this name by

logicians, who tell us that entities such as uderlying

structures of sentences constitute just another language,

which itself needs to be interpreted. However, the level of

underlying structure deserves to be called 'meaning' in that

its patterning is semantically relevant. The underlying

structure consists of disambiguated units, but it is still

a linguistic structure, being language specific. Languages

often have much in common on this level, but even so there

are known differences here, not only in the area of lexical

meanings (with e.g. the opposition between table and desk

having no exact parallel in most Continental languages), but

also in grammar (cf. the differences in the presence of

morphological categories and values such as Definiteness,

Perfect Tense, Aspect, or in their interpretation).

While the theory of language systems thus belongs to

linguistics proper, there is the interdisciplinary domain of

semantic (more exactly: semantico-pragmatic) interpretation

(also called 'logical analysis of language'), which has

components such as the following:

  reference assignment (based on inferencing using

      contextual and other knowledge and the degrees of

      salience, see Section B above),

  an account of the relationships between a sentence, its

      meaning with its truth conditions (intension), and the

      sense of its individual occurrences in discourses,

     determining its truth value (extension), see below;

  figurative meanings (metaphors, metonymies),

  understatements and hyperbolic formulations,

  discourse patterns (often based on typical frames or

      scenarios),

  and so on.

In an elementary sense, the interpretation may be understood

as constituting a procedure that takes as its input the

underlying structures (meanings) of sentences, and delivers

as its output the corresponding (sets of) intensions of the

sentences, ie. their truth conditions.

It should be recalled that a sentence cannot, in the

prototypical case, be directly assigned a truth values (ie.

truth or falsity). Only in specific, marginal cases, such as

(1) or (2), can a sentence be characterized either as true,

or as false; these are sentences expressing analytic

statements, the truth or falsity of which is influenced

neither by specific situations (possible worlds), nor by a

possibility of variation in reference assignment.

(1) Two and two are four.

(2) Two and two are five.

More subtle analytic means are necessary for an analysis of

typical sentences, such as (3):

(3) My neighbour is a widow.

The truth or falsity in the case of such a sentence can only

be determined by the participants of a discourse if it is a

specified occurrence of the sentence in that discourse that

is being assigned the truth value, not the sentence as such

(as an abstract unit of the language system). In this sense,

the truth value can be understood as the extension of an

utterance (ie. of a sentence token). Only with such a

specific token or occurrence of (3) in a discourse, the

hearer can understand which person is referred to (spoken

about) and can check (at least in principle) whether the

assertion is true or not.

To be able to describe to what degree and in which ways this

assignment of truth value is determined by the sentence

structure and by other factors, the following main

ingredients of the theory are necessary:

(i) As (3) illustrates, a typical sentence corresponds to

different extensions in different contexts; two factors are

relevant in this point:

  (i)(a) the different possible worlds or situations, in

some of which the given person is a widow, while in others

(e.g. some of the past ones, or some conditional

possibilities) this is not so; in this sense, the assertion

carried by the sentence assigns different subclasses of

possible worlds different truth values (true, false, or - in

case of presupposition failure - neither of them); this assignment 

(ie. a function from the

possible worlds into the truth values) is called proposition

(in the usage coined by R. Carnap) and is understood as the

intension of the assertion; extension can then be specified

as intension relativized to possible worlds;

  (i)(b) reference assignment: which person is meant by my

neighbour in (3) is not strictly delimited by the lexical

and grammatical meanings of these word forms; it is not

quite exact to say that such a noun group can only occur if

the speaker has a single cousin; the condition of its

occurrence is weaker: it is sufficient that the image of one

of the existing cousins has been activated to a much higher

degree by the context (consituation) of the utterance than

the images of other cousins.

(ii) Another decisive factor is the underlying structure

(the linguistic meaning) of the given sentence; in the

general case, a sentence is ambiguous, ie. has more than

one meaning. Each of its meanings determines another set of

assertions that may be carried by the sentence. Thus,

a linguistic analysis is necessary, e.g. with the often

discussed example (4) the hearer has to decide (or, in case

of a difficulty, to ask) whether flying planes are meant, or

the flying of planes.

(4) Flying planes may be dangerous.

In other cases, of course, lexical, rather than grammatical

ambiguity is present, and ambiguity (as a property of an

expression) has to be distinguished from indistinctness (as

a feature of meaning); with (3) it is a question deserving

ruther discussion whether the difference between a male and

a female cousin is connected with ambiguity or with

indistinctness in English (where this difference is not

directly relevant for the grammatical position of the word

in a sentence, but is relevant for the use of the

correferential expressions she and he).

(iii) Language inferencing is another aspect of

interpretation; in fact, much more is understood in

linguistic communication than what is being actually said

(ie. the content of the discourse is richer than the

meanings of the sentences occurring in it), cf. examples

such as (5):

(5) While Jane was still watching TV, John entered the

     room and closed the door.

The hearer is supposed by the speaker to be able easily to

specify which room and which door are meant, whether causal

or other relationships between the content of the two

clauses are being covertly referred to, and so on.

Inferencing, based on factual knowledge (partly determined

by the context), associative links and other factors are

relevant here.

Another kind of inferencing is connected with entailments of

such kinds as presupposition or allegation, which we

characterized in Section B above.

Our examples concern declarative sentences as correlated

with assertions. The issues of other modalities have been

discussed e.g. by Materna (1979).

Thanks to the pioneering work of R. Montague, not only the

syntax of natural language, but also fundamental layers of

its semantics have been offered a possibility of a fully

explicit, formalized description. The basic inquiries into

formal semantics, which then were started by B. Partee, D.

Lewis and others, were based on the concept of possible

worlds (understood as maximal coherent situations). A

specific trend within this intensionalization of semantics

is the Transparent Intensional Logic formulated by Tichy

(1988) and further elaborated by P. Materna and others. The

main objective of their analyses concerns issues of the

specification and formal account of propositions (as

functions from possible worlds into truth values).

Certain recent trends in formal semantics, connected with

the new view of language as anchored in communication and

thus displaying a fundamental interactive nature, require to

understand the content of an utterance not only as based on

its truth conditions, but as constituting an operation on

the state of the hearer's memory. The proper aim of uttering

sentences is not just to formulate pieces of information,

but to instruct the hearer to add this information to (or to

combine it with) what has been already present in the

hearer's mind. This trend, which recognizes the intrinsic

role of contextual knowledge in semantic interpretation, has

started with Heim's (1992) 'file change semantics' (using

the computer based metaphor in the analysis of

communication), and has been further developed by H. Kamp in

his Discourse Representation Theory and by others. The

content of the utterance is thus characterized as context

change potential, and it is required that individual

discourse referents are established for shorter or longer

sequences of utterances; this requirement clearly is to be

connected with the degrees of salience of the elements of

the stock of shared information (cf. Section 4.3.3.6 above)

and with TFA.

These recent trends in formal semantics proceed from the

discussion of sentence semantics to that of the semantics of

discourse as a dynamic process, thus duly reflecting the

interactive character of natural language, anchored in the

process of communication.
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