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 A TFA-BASED GLANCE AT OPTIMALITY THEORY

1. The objective of the present contribution is to revisit and complement (in Sections 2 and 3) our previous suggestions on the possibility to incorporate into an OT scenario the empirical and theoretical findings on topic-focus articulation (TFA) of the sentence, and, on this basis, to consider (in Sections 4 and 5) the question of the status of the INPUT to GEN in the syntactic and the semantic components, and their mutual relationship.

2. The following basic assumptions of the TFA theory (as developed in the Functional Generative Description, cf. e.g. Sgall, Hajičová and Panevová 1986; most recently, see Hajičová, Partee and Sgall, 1998) are observed in our discussion below:

(a) TFA is understood as an ingredient of the underlying level of language system (tectogrammatical level in terms of FGD, comparable in a certain sense e.g. to the level of Logical Form in the theory of Principles and Parameters or to the functional structure in Lexical-Functional Grammar) because it is relevant not only for the coherence of discourse and for anaphora resolution but also for the semantics of the sentence (its truth-conditions).

On this level, the following semantically relevant distinctions are recognized:

(i) the dichotomy of topic and focus,

(ii) the underlying order of the elements of the sentence (their communicative dynamism, CD); the CD of the elements in the focus part of the sentence obeys the so-called systemic ordering (i.e. a canonical ordering of the complementations of the head word).

(b) The means of realization of TFA on the surface include i.a. the following prosodic distinctions:

(i) the main pitch accent is on the last element of the focus (i.e. the element with the highest degree of CD, the so-called focus proper),

(ii) the topic proper (i.e. the element with the lowest degree of CD) is optionally distinguished (as contrastive topic) from other parts of the topic by carrying a special contrastive pitch accent (different from the main pitch accent).

3. In Hajičová (1999) two alternatives are considered for the description of TFA within the OT scenario:

In Alternative I, the INPUT to GEN consists in underspecified tectogrammatical representations (tree structures; let us call them quasi-TR's), distinguished by the following features:

(a) 'the vertical' dimension of the tree structure represents the dependency relations,

(b) the nodes carry indices marking their appurtenance to the topic or to the focus,

(c) the canonical order of elements is equal to the systemic ordering (SO, see (a)(ii) in Sect. 2 above).

The output from GEN is a reference set consisting in permutations of the words of the sentence (with the respective dependency relations; thus, sister nodes in the dependency tree are permuted).

Since the EVAL component can work only with features that are on the INPUT to GEN, the OUTPUT of EVAL contains sentences corresponding to different TR's (with different underlying word order).

Let us illustrate Alternative I by the following Czech example (for the sake of simplicity, we write the Czech lexical units in their surface forms; Act, Obj and Addr stand for the dependency relations of Actor, Objective and Addressee, respectively, and T and F are the markers for the inclusion of the given item into T(opic) or F(ocus)):

INPUT:

přinesl.T Jirka.Act.T babičce.Addr.T kytku.Obj.F

brought George to-grandmother flower

OUTPUT from GEN (candidate set):

Jirka.Act.T přinesl.T babičce.Addr.T kytku.Obj.F

Jirka.Act.T babičce.Addr.T přinesl.T kytku.Obj.F

Jirka.Act.T babičce.Addr.T kytku.Obj.F přinesl.T

přinesl.T babičce.Addr.T Jirka.Act.T kytku.Obj.F

přinesl.T babičce.Addr.T kytku.Obj.F Jirka.Act.T

etc.

Adding the distinction of the placement of the main pitch accent (intonation centre, denoted by capitals), the candidate set is enriched by the following structures:

Jirka.Act.T přinesl.T babičce.Addr.T KYTKU.Obj.F

Jirka.Act.T přinesl.T BABIČCE.Addr.T kytku.Obj.F

JIRKA.Act.T přinesl.T babičce.Addr.T kytku.Obj.F

etc.

Finally, with the distinction of the contrastive topic (denoted by italics) added, we get:

Jirka.Act.T přinesl.T babičce.Addr.T KYTKU.Obj.F

Jirka.Act.T přinesl.T BABIČCE.Addr.T KYTKU.Obj.F

etc.

Let us assume that the following constraints (A < B < C) are formulated for the evaluation component:

Constraint A: The main pitch accent is on that element of focus which is the last one according to SO. 

Constraint B: The order in focus is in accordance with SO (the focus is continuous, not interrupted by elements with T).

Constraint C: A secondary pitch accent is (optionally) on the contrastive topic, i.e. the first element of topic.

The application of the constraints is illustrated in Table 1, where the optimal candidates are marked by ==>.

 A B C

==> 1. Jirka.T přinesl.T babičce.T KYTKU.F

==> 2. Jirka.T přinesl.T babičce.T KYTKU.F

 3. Jirka.T přinesl.T BABIČCE.T kytku.F *!

 4. přinesl.T babičce.T Jirka.T KYTKU.F *!

==> 5. babičce.T Jirka.T přinesl.T KYTKU.F

 etc.

 Table 1

The resulting optimal candidates are structures with different tectogrammatical (underlying, LF) representations: they share the dependency relations but differ in the underlying order of the elements (i.e. the CD) in the topic part of the sentence (cf. Table 1, structures 1. and 2. on the one side and 5. on the other). This is an inadequate result since CD is semantically relevant both in topic and in focus, and thus an additional procedure would be needed to select a particular pair <TR, S>.

 In the context of this conclusion, we would like to note that there is no univocal agreement on the issue which elements belong to the same set of competitors. Some authors claim that such elements must share their properties on the underlying level (i.e. in the functional structure, in LF, etc.), some do not impose this restriction. We subscribe to the former view.

 Therefore, we have considered Alternative II with the following characteristics:

The INPUT to GEN consists in TR's with both the dependency relations and the underlying order (CD) fully specified, with contrastive topic marked and with a(n) (optional) feature of emotiveness.

The output from GEN is similar to that for Alternative I, with all the features present at the input.

On the OUTPUT of EVAL there are all sentences corresponding to the particular TR specified in the INPUT.

The following (simplified) sample of constraints can be formulated:

Constraint A. The main stress (intonation centre, main pitch accent) is carried by the element of the sentence carrying the highest degree of CD.

Constraint B. The surface order of elements is in concordance with the underlying order (CD).

Constraint C. The finite verb follows the first complementation of the given verb.

Constraint D. The so-called phrase accent (rise) is only on the contrastive element of the topic.

Constraint E. If the sentence has the feature E(motive), the focus is in the first position of the sentence.

Constraint F. The focus proper (i.e. the element of the sentence carrying the highest degree of CD) is at the end of the sentence.

Constraint G. The contrastive element of the topic is at the beginning of the sentence.

For this sample of constraints, the following hierarchy can be postulated for Czech:

 A < E < D < G < C < F < B

Let us illustrate the evaluation procedure based on this hierarchy of constraints (notation: T denotes a non-contrastive element of Topic; C is a contrastive element of topic; F marks an element of focus; the numbers indicate the position of the given element in the underlying  word order (i.e. in CD); Act, Addr and Obj are the tectogrammatical dependency relations of Actor, Addresse and Objective, respectively).

INPUT to GEN:

TR: Jarda.Act.C.1 Lidce.Addr.T.2 čte.F.3 pohádku.Obj.F.4

 Jarda to-Lidka reads tale

OUTPUT from GEN (the set of candidates):

Instead of dependency relations we give the surface shapes of the sentence elements: Jarda-Nom., Lidce-Dat., čte-3rd Pers.Sing.Pres., pohádku-Acc.; capitals and italics denote the IC and the contrastive phrasal stress, respectively.

 (a)(i) Jarda.C.1 Lidce.T.2 čte.F.3 pohádku.F.4

 Jarda.C.1 Lidce.T.2 pohádku.F.4 čte.F.3

 Jarda.C.1 čte.F.3 Lidce.T.2 pohádku.F.4

 Jarda.C.1 čte.F.3 pohádku.F.4 Lidce.T.2

 Jarda.C.1 pohádku.F.4 Lidce.T.2 čte.F.3

 Jarda.C.1 pohádku.F.4 čte.F.3 Lidce.T.2

 (ii) Lidce.T.2 Jarda.C.1 čte.F.3 pohádku.F.4

 Lidce.T.2 Jarda.C.1 pohádku.F.4 čte.F.3

 etc.

 (iii) čte.F.3 Jarda.C.1 Lidce.T.2 pohádku.F.4

 čte.F.3 Jarda.C.1 pohádku.F.4 Lidce.T.2

 etc., up to

 (iv) ...

 pohádku.F.4 čte.F.3 Lidce.T.2 Jarda.C.1

 Further, with the placement of the intonation centre on one of the elements:

 (b) Jarda.C.1 Lidce.T.2 čte.F.3 POHÁDKU.F.4

 etc.

 (c) Jarda.C.1 Lidce.T.2 ČTE.F.3 pohádku.F.4

 etc.

 (d) Jarda.C.1 LIDCE.T.2 čte.F.3 pohádku.F.4

 etc.

 (e) JARDA.C.1 Lidce.T.2 čte.F.3 pohádku.F.4

 etc.

These sets are followed by groups of 24 permuted members each (with 2, 3 and 4 IC's, with one to four contrastive phrasal stresses (CP), then with one IC and one CP, with two and three IC's and one CP, then with 2 IC's and 2 CP's, with 1 IC and 2 and 3 CP's.

For the sake of brevity, the evaluation procedure EVAL can be illustrated on the subset of candidates that meet two out of the strongest constraints, namely A and D:

 A E D G C F B

 Jarda.C.1 Lidce.T.2 čte.F.3 POHÁDKU.F.4 *

 Jarda.C.1 Lidce.T.2 POHÁDKU.F.4 čte.F.3 * * *

=>Jarda.C.1 čte.F.3 Lidce.T.2 POHÁDKU.F.4 *

 Jarda.C.1 čte.F.3 POHÁDKU.F.4 Lidce.T.2 * *

 Jarda.C.1 POHÁDKU.F.4 Lidce.T.2 čte.F.3 * * *

 Jarda.C.1 POHÁDKU.F.4 čte.F.3 Lidce.T.2 * * *

As for other six-member subsets, the constraints B and G are disobeyed in all of them, and in some of them, also C and/or D is disobeyed.

Thus, the optimal output is as follows:

 Jarda.C.1 čte.F.3 Lidce.T.2 POHÁDKU.F.4

which corresponds to the Czech sentence Jarda čte Lidce POHÁDKU (lit.: Jarda reads to-Lidka fairy-tale).

To account for a subjective order, i.e. with the application of the constraint E above, we would get the Czech sentence POHÁDKU čte Jarda Lidce (lit.: FAIRY-TALE reads Jarda to-Lidka). 

4. In the previous section, we followed the perspective of the speaker, namely:

INPUT -> GEN -> reference set -> EVAL -> OUTPUT

= TR's = sentences of the

 given language

To account for semantic interpretation (SI), we have to consider the perspective of the hearer (Hendriks and de Hoop, 1999).

The INPUT in Alternative II of Sect.3 above corresponds to a single underlying structure, and as such is suitable to fulfil its Janus-like function: on the one hand, it may serve as a source structure for generating the set of candidates for the surface shapes of sentences with a given underlying structure, and, on the other, it can serve as a suitable basis - devoid of superficial ambiguities - for semantic interpretation procedures. Schematically, this view can be captured as follows:

semantic interpretation <--| TR's |--> sentences

 indistinctness | | ambiguity

 equivalence | interface | synonymy equivalence

Indistinctness is understood then as parallel to ambiguity (with two or more interpretations for a single input), while equivalence is understood as parallel to synonymy (with a single interpretation for more than one inputs, e.g. with different expressions referring to the same referent, so that there is a single content of the utterance). 

 The TFA features mentioned above in a rather simplified way (CD as the underlying order, T and F for inclusion in the topic/focus part in the sentence, and, as the case may be, C for contrastive topic) are matters of the (underlying) syntactic structure, and as such are included in the TR's. The TR's are then fully specified as for their underlying syntactic structure, and 'underspecified' (indistinct) as for the possible semantic interpretations. The semantic interpretation is determined by contextual constraints.

 The situation is, of course, more complicated than the above formulations suggest, and therefore we would like to present here some examples, which are meant as illustrations of the difficulties, rather than as attempts at a full description.

Example 1:

(A) (In this town) a bookstoreT is in every STREETF.

(B)(a) (In this town) in every streetTF there is  a BOOKSTOREF.

 (b) (In this town) a BOOKSTOREF is in every streetT.

The subscripts indicate the TFA values: T(opic, or contextually bound), F(ocus, nonbound), and TF (ambiguous; in other words, on one reading, i.e. in one of the TR's corresponding to (B)(a), 'in every street' is in Topic, on the other in Focus); the slight difference between (B)(a) and (b) is irrelevant for the present discussion. Capitals denote the placement of the main pitch.

The following candidates (with maximal simplification) can be considered (differing in the scopes of quantifiers,

E - existential, A - universal):

(1) (A(y) (E(x) in (bookstore(x), street(y))))

(2) (E(x) (A(y) in (bookstore(x), street(y))))

Relevant constraints can be formulated as follows (C1 < C2):

Constraint C1: (E(x) (A(y) R(x,y))) only can hold, for any binary predicate R that admits arguments x, y, if x is a type the tokens of which can be distributed over individuals of the type referred to by y. This also holds if M(any) is substituted for A (cf. Example 2).

Constraint C2: The less dynamic sentence part corresponds to the operator that has the broad scope.

Based on these constraints, the evaluation procedure EVAL gives the results in Table 2:

 TR interpretation C1 C2

 ------------------------------------

==> (A) (1) *

 (A) (2) !*

==> (B) (1)

 (B) (2) !* *

 Table 2

Assuming that a bookstore cannot be distributed among different streets, the interpretation (2) is out of question, and this makes C2 a soft constraint.

Example 2:

(A) (A student)T has readTF (many BOOKS)F.

(B) (Many books)T have been readTF by (a STUDENT)F.

Our analysis of this example is based on the assumption that the distribution of books over (reading) students and vice versa is possible.

The following candidates can be considered:

(1) (A(y) (E(x) read (student(x), book(y))))

(2) (E(x) (A(y) read (student(x), book(y))))

The evaluation procedure is based on the same constraints as in Example 1 and gives the results in Table 3:

 TR interpretation C1 C2

 ------------------------------

 (A) (1) !*

==> (A) (2)

==> (B) (1)

 (B) (2) !*

 Table 3

 However, the situation is not so straightforward as might follow from the treatment of the two examples above: there are shops on corners, shops with several divisions distributed in the town, one has to take into account a possible 'group reading', etc. etc.

Example 3:

(Two languages)T are knownTF (by everybody in this room)F.

This example is supposed to illustrate another difficult issue, namely that of 'preferred' readings. Let us assume that by 'default', the scope of quantifiers corresponds to the underlying order of the quantified expressions; this is a soft constraint. In addition, there is a specific contextual constraint, which is stronger, and is obeyed if conditioned by the particular context (eg. the constraint 'Avoid contradiction' in Hendriks and de Hoop 1999). Such a constraint may be given by the specific lexical setting, by the particular context, or by the factual knowledge.

In the TR, the order of the two quantified noun groups is TR(3) = (two (everybody)), and the two possible semantic interpretations are as follows:

(1) 'preferred' reading: the same two languages

 SI (a) || TR(3) = (two (everybody)),

(2) 'marked' reading: the two languages may be different

 SI (b) x TR(3) = (everybody (two))

The semantic interpretation SI(1) is in concordance with the TR(3), while SI(2) is not. To account for this situation, we assume to have TR(3) as the INPUT, and to work with two constraints, C2 as formulated above (repeated here for convenience) and a new one, C3:

C2: The less dynamic sentence part corresponds to the  operator that has the broad scope.

C3: If TR(y) is interpreted as (x), a contradiction should  not arise.

The result of the evaluation procedure for the 'marked' situation (see the reading (2) above) is indicated in Table 4.

 SI C3 C2

 ---------------------------

 (1) !*

==> (2) *

 Table 4

So far so good. However, if the 'unmarked' situation is taken into account, then (1) should be chosen as the optimal candidate. The problem arises how to distinguish a 'marked' and an 'unmarked' situation? Would it be possible to formulate a constraint such as C4 below? This seems to be a situational condition, rather than a constraint present in the interpretation of the utterance.

Constraint C4: The argument of the general quantifier is a group that is homogeneous from the relevant point of view (e.g. with (3) the room is a class of a grammar school in a town without strong immigration).

Example (4)

(Three hunters)T shotTF (five tigers)F.

This example is supposed to illustrate a case of 'group' reading. We understand the sentence (4) as being ambiguous and assign to it two TR's:

 TR(4.1): for the 'group' (collective) reading

 TR(4.2): with the reading 'each of three hunters shot  five tigers'

We assume that the underspecification of TR(4.1) should be solved by SI given the specific contextual conditions.

Example (5)

John rolled down the hill.

In contrast to the previous example, we analyze this sentence as a case of indistinctness of cognitive roles rather than as that of ambiguity. 'John' is assigned the dependency relation of Actor, the indistinctness concerns the distinction whether the action was carried out by the Actor's own will or involuntarily. Contextual constraints can decide whether there is a contradiction: in the structure 'John rolled down the hill, because his brother had pushed him' the interpretation 'involuntarily' is more at hand due to the situation rendered by the because-clause. 

5. Discussion

 One of the leading ideas of the OT scenario for syntax, which might be assumed to be one of the reasons of its attractivity across a whole spectrum of different theoretical approaches to language description, is the assumption that the INPUT to GEN can be supplied by any theoretical framework available (be it LFG, P&P, HPSG etc.). GEN is supposed to be universal; to meet this claim, all permutations should be generated (compare to 'move alpha' in GB). As our discussion in Sections 2 and 3 illustrated, this is not economic.

 Also the set of constraints is understood as language independent; our discussion in Sections 2 and 3 has shown that this may lead to an excessively large set of constraints, many of which are valid just for a single (group of) language(s). Can the constraints be formulated 'on independent grounds'? Can it actually be supposed that just distinctions in the ordering of constraints are sufficient to render all the relevant differences between languages and that all constraints are present in all languages? What about, e.g., the interpretation of the English perfect, or of the Slavonic aspects and the subtle semantic differences between them? ( E.g. the Czech verb 'jít' (to go) in 'to go to the theatre' Czech uses a simple durative verb, whereras in Russian the action is regarded as complex - involving the way there and back - so that an iterative is used? or the specific uses of the Czech perfective and imperfective forms with negative imperative etc., with equivalents of Who was painting this picture? in cases of V. Mathesius' 'competition of aspects', ie. with a neutralization, with the unmarked imperfective aspect occurring even though it is evident that the picture has been completed, and so on);

(iii) It is important to be aware of the fact that constraints may concern either of the two layers, of input and of output: while going from the underlying structure, US (with the perspective of the speaker) to the shallow(er) levels, one works both with constraints from US (e.g. pronominalization) and from the surface (zero pronoun, etc.), going from US to the interpretation with the perspective of the hearer) one has to work with constraints from the domain of cognition, which is not structured by individual languages and for a description of different patternings of which we still only have just fragmentary means; since the cognitive content of the sentence strongly depends on the context, it is probable that more or less idiosyncratic, contextually specified features play a role in cognitively based contexts; is there a realistic prospect that cognitively based constraints can be formulated in a systematic way in foreseeable future (cf. Constraints C1 and C3 below, which, of course, can only be sketched here)?

 Another problematic issue is the ordering of constraints: is it a strict or partial ordering? Our analysis supports the idea of partial ordering on the syntactic side; Hendriks and de Hoop (1999) argue for the same also for SI. The answer to this question is immediately connected with the question whether free variation can be excluded. Our (very tentative) application of the OT scenario to the description of TFA in Czech indicates that free variation cannot be excluded, but at the same time, our experience confirms that an investigation in this direction is stimulative.

  The discussion in Sections 4 and 5 is based on the fundamental approaches known from European structural linguistics (F. de Saussure, L. Hjemslev, E. Coseriu, M. Dokulil), according to which the underlying level of the system of language (their level of 'meaning') is of crucial importance. We have proposed to understand the underlying structure (corresponding to Saussurean 'meaning') as an interface level, which can then serve as an appropriate input both for the description of the complicated irregularities of the other levels of language (morphemics, phonemics, surface syntax, as the case may be) with ambiguity and synonymy, and also for the semantico-pragmatic interpretation. Such an approach would make it possible 'to divide labour' between linguists (whose task would be to take care not just of disambiguation, but also of all the regular and irregular relationships between underlying structure and phonetics) and an interdisciplinary domain to be described in collaboration with logicians, cognitive science, and so on. The semantico-pragmatic interpretation could then start at this level rather than on the surface level with all its irregularities and specificities.
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