Printed in: Sgall P. (1997) Valency and underlying structure. An alternative view on dependency. In: L. Wanner (ed.): Recent trends in Meaning-Text Theory. Amsterdam/Philadelphia: Benjamins, 149-166.

 Valency and Underlying Structure

 An Alternative View on Dependency

 Petr Sgall, Prague

1. Dependency syntax and underlying structure

Unfortunately, the development of linguistic thinking has not been studied and taken into account to a sufficient degree. Thus, some schools of modern theoretical linguistics have not been able to avoid certain fallacies which were recognized in other quarters. One of such issues, in which the optimal solution has not been achieved in the major trends, concerns the notion of (immediate) constituent and of phrase structure. This notion has been taken over by Chomsky and his followers (as well as by those who develop new approaches taking his theory as their starting point only with a high degree of polemical attitudes) from Bloomfieldian descriptive linguistics, whose view of language Chomsky has found unsatisfactory perhaps in all other basic points.

 With the single exception of Fillmore's Case Theory, it has not been registered in the mentioned trends that European structural linguistics elaborated another view of syntax, namely one based on valency, or on dependency. Similarly as I. Mel'čuk, J. Apresjan, R. Hudson, P. Hellwig, J. Kunze, S. Starosta and many other linguists, we (in the Prague Charles University research group of theoretical and computational linguistics) subscribe to the dependency based approach and are convinced that it is adequate for a formal description of language based on a functional view, as well as for a computational treatment. We also understand it as a condition of adequacey for a linguistic description to proceed from meaning to the outer shape of sentences; this has always been a feature common to the Meaning <--> Text Model (MTM) and to the framework of Functional Generative Description, elaborated by the Prague group.

 The development of the two approaches has proceeded in prallel, with both of them being based on a common or at least similar background - that of European structural linguistics. Even though in several specific issues the two models differ, I hope that the present brief characterization of the Praguian viewpoints will be understood as offering certain points which might be suitable to stimulate further development of MTM, rather than as arguing against its core. Our main task certainly is to continue research on dependency-based linguistic description and to clarify its advantageous relationship towards other approaches, finding out how seemingly weak points of dependency can be overcome.

 The dependency-based approach seems to be suitable to describe the language system not just as an abstract mechanism (enumerating sentences with their structural description), but rather as a mechanism anchored in context, i.e. as functioning in communication. The importance of the communicative conditioning of language was recently clearly substantiated especially by Schnelle (1992). In this connection, it can well be substantiated that the structure of a sentence, seen with due regard to the position of this sentence in the context, should be described as including its topic-focus art- iculation (TFA); the appurtenance of TFA to the sentence structure reflects the impact of communication on the structure of natural language. Language has developed during hundreds or thousands of millennia as a means of human communication; and those factors that are determined by the "given - new" strategy have highly influenced its structure. In order to be easily understood, in formulating a sentence a speaker usually selects certain items that may be assumed to be readily accessible in the hearer's memory. These items are then set into (new) relationships with other items (possibly new for the hearer). As we are going to illustrate in Section 2 below, TFA is expressed by grammatical means and is semantically relevant; thus, TFA has to be understood as one of the hierarchies constituting the basis of the sentence structure. This is well possible within dependency syntax, whereas in phrase-structure-based approaches the notions of topic and focus (either of which often has a shape other than a constituent of whichever level) have not yet found a systematic description.1

 However, even with respect to a technical description of sentences it has been found (especially by the authors quoted above) that dependency may be understood as a more adequate basis than constituency. We shall see in Section 3 that a dependency-based model of syntax is suitable for the handling of underlying structure as a linguistic patterning of content. This model also allows for a great deal of grammatical information to be included in lexical entries (see Section 4). And, finally, it is also suitable for a specification of the representations of sentences by means of a very economical mechanism, based on a few general and natural principles (Section 5).

 One of the symptoms of the adequacy of dependency syntax can be seen in the fact that its elements are present in theories overtly based on other approaches. Thus, e.g., Fillmore's account of 'deep cases' has finally found a reflection in Chomsky's theory: theta roles and theta grids represent an ultimate intrusion of valency into the theory of Principles and Parameters. Already in the preceding stages of Chomsky's approach, several notions derived from dependency were present: although this had no firm basis in the formal framework of the approach, such terms as 'head' and 'modifier' have always been used, and the use of such names of categories as NP, AP, etc., has disclosed that phrases are understood to have heads, governors. Moreover, the X-bar theory can be directly compared with dependency syntax formalisms, be it the one known from Gaifman (1965) or those formulated by the authors quoted above.2

 Thus we can state that dependency is combined with constituency not only in the approaches proclaiming a basic attention to functions and relations, as Lexical Functional Grammar or Relational Grammar, but also in Chomsky's theory.

We may then ask whether the theta roles can be understood as primitive notions, instead of being derived from constituent structure, i.e. whether a more ecoomical description without constituency can be found.3 Other combinations of dependency with constituency, known e.g. from Fitialov or from J. Robinson (cf. Goralčíková 1974) have been found to be redundant, since an account of dependency, if properly combined with a treatment of coordination and apposition,4 of such relationships as control (grammatical coreference) and of TFA, covers the whole domain of sentence syntax.

 Thanks to such restrictions as that of projectivity of the dependency tree, the syntactic representations of sentences can be handled by limited means, although they have more than two dimensions and thus constitute networks in a sense more complex than the planar graphs. As we are going to illustrate by example (1), the representations denoted by a linearization of the network, using a string of complex symbols with two kinds of parentheses (one of which denotes dependency, the other denoting coordination together with apposition). Each of the complex symbols consists of (i) a lexical part, the structure of which can only be described adequately if the achievements of V. Rozencvejg, I. Mel'- čuk, J. Apresjan and their followers are taken into account, and (ii) a combination of symbols (called grammatemes) for values of grammatical categories such as number, tense, modality, etc., and of those denoting the kinds of syntactic dependency (the valency positions); the latter can equivalently be written as indices of edges (arcs) or of parentheses.

 The possibility to use such a framework for the description of various combinations of the two kinds of relations (dependency and coordination) can be illustrated by our example, where (1)(b) is a simplified underlying representation of the sentence (1)(a), or, more precisely, the representation of one of its readings.

(1)(a) Martin's brother and Ann, who are a nice pair, moved  6

 from a town to a village.

 (b) ([(Martin.Appurt) brother.Def.Sg.Actor  Ann.Actor.Conj] ((Rel.Actor) be.Pres.Decl.Gener  (pair.Specif.Sg.Obj (nice.Gener))) move.f.Pret.Decl

 (town.Specif.Sg.Dir-1) (village.Specif.Sg.Dir-2)

The symbols for Actor, Appurtenance, General relationship, Objective, Directional-1 and -2 as kinds of dependency shuld be self-explanatory. This also holds for the symbol for Conjunction as a kind of Coordination (versus Disjunction, Apposition and other values), and for those for Definite, Specifying, Singular, Present, Declarative, etc., as values of morphological categories. Rel denotes the (prototypical case of a) relative pronoun. The index f indicates that the verb stands in the focus; the difference between the underlying and the surface word order positions of the noun pair and the adjective nice are due to the fact that in the scale of communicative dynamism (cf. Section 2 below) in the prototypical case an adjective is more dynamic than its head noun.

 The units of the syntactic and morphological layers of underlying structure can be delimited on the basis of operational criteria, as has been discussed in detail by Panevová (1974), Hajičová (1979; 1983), Hajičová and Panevová (1984) and Sgall (1980), now see esp. Sgall et al. (1986).5

 Let us briefly mention here just one of the crucial questions: if the complementations (modifications, valency slots, roles, or kinds of dependency) are classified into inner and free ones (arguments and adjuncts, participants and circumstantials, etc.), it is often not taken into account that the character of individual complementations as such has to be distinguished from their relationships to their individual heads. Thus, in our approach, Actor, Addressee, Objective, Origin and Effect, most of which are illustrated by (2), are understood as inner participants; the main criterion applied here is that each of them can occur at most once with a head-verb token (if neither coordination nor apposition is present), be they obligatory or optional with a given verb.

(2) The mother changed Jane's hair from a braid into ...

 Actor Objective Origin Effect

 On the other hand, the so-called free complementations, i.e. adverbials or adjuncts in some cases are obligatory with individual head words, such as the complementation of Directional-1 with to arrive, that of Manner with to behave, that of Appurtenance with brother, and so on. Thus it is necessary to work with four possibilities, three of which (cf. the sign "+" in Fig.1) have to be specified in individual lexical entries (perhaps by means of indices identical for small groups of words having identical distributional properties), whereas the fourth one (that of optional free complementations, with "-") can be handled uniformly for a whole word class (with a single index common to the lexical entries of the class).

 It should be borne in mind that complementations which are present (or even obligatory) in underlying structure can be deleted on the surface (if the speaker assumes that the specific context makes them easily recoverable for the hearer). A suitable operational criterion can be seen in Pane- vová's (1974) 'dialogue test':

 If A says: Jim arrived already, this includes an assumption that the hearer will know whether here or there has been deleted; however, if this assumption is not met and the hearer asks Where to?, then A cannot answer I don't know.6 This shows that such a complementation is obligatory, although deletable.

 The following examples of valency frames (cf. Section 4 below for their more complete description) illustrate our classification of complementations (obligatory complementations have a superscript 1 here, and the inner participants have a subscript 1; the symbol of the word class allows for a generally available list of free modifications (adverbials, adjuncts) to be identified (we present a list for the valency of verbs, with many omissions, in Section 2 below):

carry V Act11

change V Act11 Obj11 Or1 Eff11

give V Act11 Addr11 Obj11

rain V

brother N Appurt1

glass N Material1

man N

full A Material11

green A

 Another set of problems concerns the delimitation between underlying structure (and valency slots or kinds of the dependency relations as its main syntactic units) and the domain of cognition (the ontological content). Underlying structure, which can be understood as the level of linguistic meaning in the sense of F. de Saussure, L. Hjelmslev, E. Coseriu and their followers (from a certain viewpoint also in the sense of R. Jakobson's invariants) is one of the levels of the system of language (of linguistic competence), whereas the cognitive content itself is not directly patterned by language and is not directly accessible to human observation. We return to these issues in Section 3 below. It would be highly useful and interesting to compare the view of underlying syntax presented here in a systematic and detailed way with the syntactic levels as described in the MTM framework.

 2. Topic-Focus Articulation

 The topic-focus articulation (TFA), whose crucial importance for understanding language as anchored in communication has been recalled above, can be systematically described if it is taken into account that the repertoires of types of complementation (arguments and adjuncts) display a certain ordering. What we have in mind here is an ordering that primarily corresponds to the scale of communicative dynamism (CD), i.e. to the scale going from 'topic proper' (what the sentence "is about") to 'focus proper' (the core of the "new information"), known from Firbas' (1957; 1975) analysis of TFA. As discussed by Sgall et al. (1986, Chapter 3), within the focus part of the sentence the scale of CD (or the underlying word order) reflects this basic order of complementations, called systemic ordering (SO). Only if one or more of the complementations occur in a sentence as contextually bound or CB (roughly, belonging to its topic, i.e. to "given" or "known" information), then their position on the scale of CD can be shifted more to the left than what would correspond to SO.7

 Such a switch can be illustrated here by example (3), if compared to (1)(a) above:

(3) Martin and Ann moved to a village from a town.

This sentence (pronounced with normal intonation, i.e. with the intonation center at the end) is less ambiguous than (1)(a), in that here the Dir-2 group (to a village) belongs to the topic (is CB) in all readings, whereas the Dir-1 group (from...) belongs to the topic in some of the readings of (1)(a) and to the focus in others; the rightmost group, bearing the intonation center, always belongs to the focus.

 This points to Dir-1 preceding Dir-2 under SO. With other pairs of complementations, a similar relationship can be found, see the following examples:

(4)(a) They went by car to a river.

 (b) They went to a river by car.

(5)(a) Jim dug a ditch with a hoe.

 (b) Jim dug a DITCH with a hoe.

(6)(a) Ron cannot sleep quietly in a hotel.

 (b) In a hotel Ron cannot sleep quietly.

(7)(a) Dutch companies published many books on linguistics.

 (b) Many books on linguistics were published by Dutch

 companies.

Here again, each of the (a) examples is ambiguous in that in some of its readings the last-but-one complementation belongs to the focus and in other to the topic. The (b) examples are less ambiguous in that the correlate of the mentioned group belongs to the topic (is CB) in all readings (with the given intonation pattern, where the capitals denote its secondary placement).

 Let us add that the "free" word order, which is also present in English (see especially the examples (3), (4)), is not actually free, but is determined by TFA, or more precisely, by the scale of CD, i.e. underlying word order. The limitations of surface word order in English are connected with the fact that a secondary placement of intonation center occurs relatively often here, as (5)(b) illustrates. Also, in some cases such syntactic devices as passivization are used to allow for the surface word order to correspond to the underlying one, see (7)(b).

 These and similar examples have been analyzed with several series of psycholinguistic tests (for Czech, recently also for German), with the result that SO differs from one language to the other. It appears that for some of the main complementations of English the scale of SO is as follows:

Actor - Addressee - Objective - Origin (Source) - Effect - Manner - Directional-1 - Means - Directional-2 - Locative

 Czech, and probably also German, differ from English in that the positions of Objective and Effect in these languages are more to the right, after most of the adverbial complementations. This may be conditioned typologically, since in English the participants, expressed without a function morpheme, could not be easily recognized if separated from the verb by a series of prepositional groups. In German, the Means probably precedes the Objective under SO, so that (8)(a) is ambiguous as for the position of the Means (CB or NB), whereas (8)(b) lacks this ambiguity (the Objective always belongs here to the topic):

(8)(a) Jim hat mit einer Hacke eine Rinne gegraben.

 (b) Jim hat eine Rinne mit einer Hacke gegraben.

Since Indo-European languages, thus, differ from each other in the shape of SO, it has to be admitted that SO changes during the development of a language. Thus (such a change being only slow) it may be assumed that there are transition periods, in which the position of a given pair of complementations in SO of a language varies stylistically, locally, or with individual verbs.

 It should be recalled that TFA is not only a matter of contextual positions of sentences, of pragmatics (or of stylistics), but that it is semantically relevant, even from the view point of truth conditions. This is true not only of sentences with such overt complex quantifiers as those illustrated by (9) and (10), but also for other examples, see (11) and (12):

(9)(a) Everybody in this room knows at least two languages.

 (b) At least two languages are known to everybody in this  room.

(10)(a) John talked to few girls about many problems.

 (b) John talked about many problems to few girls.

(11)(a) English is spoken in the Shetlands.

 (b) ENGLISH is spoken in the Shetlands.

(12)(a) They smoke in the corridor.

 (b) They SMOKE in the corridor.

 Moreover, the means of expression of TFA clearly belong to grammar: they concern the surface word order, specific morphemes in some languages (Japanese, Tagalog and other), the difference between clitic and "strong" forms of pronouns (e.g. in Czech), and also syntactic constructions such as passivization, clefting, or such inversion verb constructions as E. make into vs. make out of. Also the placement of the intonation center of the sentence should be regarded as a phonologically relevant feature. Therefore, we understand TFA as one of the hierarchies of the underlying structure of the sentence; TFA belongs to the system of language, not only to the functioning of language in communication.

3. Status of Underlying Structure

 As we have mentioned, the underlying structure can be characterized as the level of linguistic (literal) meaning, i.e. as the structuring of the cognitive content proper to a particular language. The cognitive content itself is not directly accessible to the human observer, and the underlying structure corresponds to the 'naive ontology' based on understanding the world as structured in objects, their properties and relations, events, and so on.

 The underlying structure and its description can serve as a useful interface between linguistics in the narrow sense (as the theory of language systems) on one side and such interdisciplinary domains as that of semantic interpretation (logical analysis of language, reference assignment based on inferencing using contextual and other knowledge, further metaphorical and other figurative meanings, discourse or text linguistics, and so on).

 It should be realized that only a small part of the information conveyed by a message is actually contained in the linguistic patterning of utterances. In interpreting the latter, hearers have all their mental abilities at their disposal, so that they understand much more than what they are actually told. Thus, e.g. with (13) it is understood only via natural language inferencing based on factual knowledge (general, in this case) that the door Jim closed was the one through which he came into the room where Jane was watching TV (in fact, a context can be imagined where he entered another room, or closed another door).
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(13) While Jane was still watching TV, John entered the room  and closed the door.

 This step in semantic interpretation (concerning reference assignment)8 does not belong to the system of language, although, of course, it constitutes an important object of linguistic (and interdisciplinary) studies. The semantic (and pragmatic) iterpretation also includes other such not purely linguistic steps (the interplay between which is quite complex). One of them concerns checking the uttered sentence for absence of contradictions, in another one the choice is made between possible figurative meanings and hyperbolic ways of speaking, and the illocutionary force of the primary or secondary speech act is determined on this basis. Further steps in the interpretation include, for example, the examination of the truth conditions of the (declarative) sentence, and, after their confrontation with the situation spoken about, also the truth value of the utterance, and so on.

 In several approaches based on syntactic dependency, as well as in those based on constituency, a level of surface syntax is used together with a level of underlying sentence structure. Certainly, this was useful in the first studies concerning grammatical ambiguity and synonymy in a framework using explicitly characterized levels. However, it is not certain whether strictly synonymous syntactic constructions exist. Such examples as the following were taken to be synonymous in some of the studies quoted above, including those of the Prague group:

(14)(a) After he arrived, we started to discuss this.

 (b) After his arrival we started to discuss this.

(15)(a) She allowed them to sing.

 (b) She allowed them that they sing.

However, in (14)(b) the after-group does not express tense; the fact that the time point of arrival precedes that of the utterance is only inferred from the combination of the meanings of after and of (the Preterite in) started. On the other hand, e.g. in (16) such an inference cannot take place and the temporal relationship then remains indistinct; i.e., (16) corresponds semantically either to (17)(a) or to (17)(b).

(16) After his arrival we will start to discuss this.

(17)(a) After he arrives, we will start to discuss this.

 (b) (Now,) after he has arrived, we will start to  discuss this.

Thus the synonymity is at least dubious here. This is similar with (15), where in (a) the coreference between them and the deleted subject of the infinitive is grammatical (intrasentential, a case of 'control'), whereas in (b) the coreference is textual, expressed by a pronoun the reference of which, in general, is indistinct, so that (as for restrictions determined by grammar) the referential identity is not ensured, cf. (18), where in (b) them refers to Mary and Paul, whereas they refers to their children:

(18)(a) She allowed Mary and Paul that their children sing.

 (b) (Mary and Paul asked the hostess if their children  may sing during the break.) She allowed them that  they sing.

 Also in the case of passivization it still is not clear whether an actually synonymous pair of constructions is given. In those languages where in contrast to English an active sentence and its passive counterpart can display the same word order (so that often they share their TFA) it would be possible to look for synonymy between active and passive verb forms. However, if a sentence contains such an adverbial as inadvertently, or with great pleasure, then again the underlying structures of the active and the passive sentences appear to differ, since this adverbial has a specific relationship to the subject.

 The concept of subject (as opposed to Actor, or underlying subject) is certainly necessary, since, as we just have seen, the choice of subject is semantically relevant in some cases. This choice also is relevant in what concerns the control relation, since the subject of the infinitive (be it active or passive) is the controlee. Therefore, the notion of subject seems to be necessary for underlying representations. This means that the usefulness of the notion of subject does not support the assumed necessity of a level of surface syntax.

 Moreover, it seems that surface word order can be interpreted as belonging to the level of morphemics only, where the representation of the sentence is a string without parentheses, rather than a tree (or a more complex network) or its linearization. An immediate transition from the underlying level to that of morphemics would then offer a possibility to cope with the difficult issue of projectivity. Non-projective constructions are strictly limited and may be described as such by means of shallow rules changing the underlying projective order under certain specific conditions. In the output of these rules on the morphemic level, the condition of projectivity is absent. Thus, e.g. sentence (19) can be described by a shallow rule bringing the heavy relative clause to the end of the sentence in a similar way as (without involving projectivity) prepositions are brought to the beginning of their nominal groups (the projections). Such a rule also holds for the conjunction and the verb's group e.g. in (20).

(19) I met a man yesterday who asked me for your address.

(20) Jim visited Claire, since he wanted to ask her for  advice.

The conjunction is derived from the underlying index (a part of a complex symbol) characterizing the dependent verb in this case as occupying the position of (the head of) an adverbial of Cause.

 Also, word order shifts concerning a marked position of the intonation center should be handled by similar shallow rules; cf. the difference between the primary morphemic shape of (4)(a) and (21), where the to-group belongs to the topic in all readings of the sentence, similarly to (4)(b).

(21) They went by CAR to a river.

 In this way, even if a description with several levels of representations is to be used, it would be possible to reduce the number of levels (a similr reduction can be found now in Chomsky's 'minimalist program').

4. Lexical and Grammatical Information

 As we have mentioned, a dependency-based approach meets the well known requirement according to which much of grammatical information is found in the lexicon (especially in the valency frames or grids), i.e., according to which the word is understood as one of the central units of the language system. This point of view was reflected quite clearly in European classical linguistics, especially in the work of L. Tesni re, as well as in that of E.M. Uhlenbeck and elsewhere. The rich results of the inquiries into the relationships between lexical units and grammatical issues carried out within the MTM approach have always paid attention to the central role of the word. Recent developments of generative approaches also stress the significance of the lexicon.

 If valency is given priority over constituency in the description of the core of syntax, such a view can be even more outspoken, since with valency frames and lists of free complementations it is possible to specify the (underlying) structure of the sentence on the basis of properties of individual words and word classes (the latter being technically specified e.g. by means of indices in the individual lexical entries).

 In the approach briefly outlined above, a lexical entry contains the following parts:

 (a) The underlying representation of the lexical unit itself, i.e. of its lexical meaning. In case of ambiguity there are several representations (i.e. several lexical entries), whereas in case of vagueness we have a single meaning (vagueness is a property of meaning and is - partially - resolved during semantic interpretation, by inferencing based on contextual and other knowledge).

 (b) The specification of the values of relevant grammatical categories, i.e. of grammatemes belonging to the given word class (e.g. number and definiteness with nouns, or tense, aspect, different kinds of modalities, etc., with verbs, degrees of comparison with adjectives). Restrictions on the combinations of these values are listed for every word class as a whole, only exceptions have to be registered in individual lexical entries.

 (c) The valency frame of the given lexical unit, the basis of which is the list of its possible complementations (Actor, Addressee, Objective, Effect, Origin, Locative, Instrument, Manner, Cause, etc., ordered in accordance with SO, as discussed in Section 2 above). In the frame, inner participants and obligatory complementations are indicated by means of specific indices. Since they may be either deletable (as Directional-2 with to arrive) or not deletable (as Objective with to create), it is denoted by a specific index whether a complementation is deletable with the given head. Also the optional or obligatory function of an item as controller is specified here (e.g. Actor is an obligatory controller in the case of to try, an optional one in the case of to decide; Addressee is an optional controller in the case of to advise, to forbid). Furthermore, indices of the individual complementations characterize them as being able to occupy certain specific positions in the clause (e.g. that of subject, or of a wh-element) or to appear as barriers for movement.

 (d) Subcategorization conditions determined with the individual kinds of complementations in the frames, e.g. the Objective of a verb possibly having (or not) the shape of a noun group, of a verb clause, etc.

 Note that in some cases different lexical entries share their lexical part proper, i.e. the lexical unit. Those lexical entries differ only in their frames, which provide different starting points for semantic interpretation. This concerns such verbs as to swarm (either with an obligatory Means as in The garden swarms with bees, or without it as in Bees swarm in the garden) or to load (either with an obligatory, though deletable Means as in They loaded the truck with hay, or with an obligatory Directional-2 as in They loaded hay on the truck).

5. Specification of Underlying Representations

 The class of underlying representations can then be specified either by means of a generative procedure, or by a corresponding declarative definition, either of which can use a small number of general principles to describe the core of grammar.

 The generative procedure for underlying representations is based on the following points (see Hajičová et al. 1990 for the first preliminary formulation):

 (i) To generate a node n means

 (a) to create the node n either as the root of a representation, or as a node that is dependent on another one and is placed to the right of all its sister nodes, and also

 (b) to choose n's lexical value and the values of its grammatemes; this is to be done taking into account the subcategorization conditions of the mother node and the restrictions on the combinations of grammatemes (as we have mentioned, these are specified in the lexical entry of the head or in the data concerning the respective word class); the technique used to realize these conditions and restrictions is unification; e.g. if n is the Objective of a verb that subcategorizes its Objective as a verb, then the lexical unit in the label of n has to be accompanied by the symbol identifying its word class as verb;

 (c) if n is a root, the lexical part of its label is a verb, and its grammatemes determine it as a finite verb form of the main clause; n is then specified either as CB (i.e., as belonging to the topic) or as NB (i.e., as belonging to the focus).

 (ii) If the symbol of a complementation (inner participant or adjunct) is present in the frame of the node n, then it is possible to generate either a left or a right daughter of n;

 (ii)(a) in case a left daughter is being generated, a CB marker and a complementation value chosen from the frame of n is assigned to it;

 (ii)(b) if a right daughter is being generated, a NB marker and a complementation from the left end of the frame of n is assigned to it.

 Analogously to the primary values of the grammatemes, the NB marker can be understood as primary, i.e. as the absence of a marker.

 NOTE: If the chosen complementation is an inner participant, it is deleted in the frame of n (as having been saturated). Choosing a complementation "from the left end" means that optional complementations can be skipped. The skipped complementations are deleted in the frame of n; if the last one present there has been deleted, no more daughter nodes can be generated in this step, and point (iii) below is carried out.

 (iii) If no complementation is present in the frame of n, then the procedure goes back to the mother node of n, which now is to be considered as node n; if no mother node is present, the procedure is finished.

 (iv) Only representations that contain a focus are understood as underlying representations of sentences; more exactly, only those whose branch that contains only rightmost daughters starting from the root includes a NB node.

 A declarative specification of the class of the underlying representations of sentences can follow similar lines, using unification. However, the notion of unification must be modified, so as to allow to check the order of nodes and to make a distinction between saturated and non-saturated items. The deletion of a saturated inner participant, mentioned in the Note above, ensures that an inner participant occurs at most once in a clause. This restriction does not concern free, adverbial complementations, cf. the three Temporal adverbials in Yesterday she came late to the office in the morning).

 As was stated above, this specification of underlying representations covers only the core of sentence syntax. It has to be completed in several respects, especially with respect to coordinated structures (corresponding to a third dimension of the network) and the position of such syntactically specific items as the operator of negation and other focalizers (only, even, also, etc.).

 Thus using dependency syntax in combination with a "free" word order in the syntactic representations and including a large portion of grammatical information in lexical entries, it is possible to describe the core of syntax in a relatively economical way. The general character of the principles of this description allows us to consider this approach as a useful alternative to Chomsky's Universal Grammar. In this way, a highly natural account of innate properties tht allows for the acquisition of language as embedded in context may be gained.

 relationship to the head: (i) oblig. (b) optional

 inner participant: + +

 "free", adjunct: + -

 Fig. 1.

 The two classes of complementations, their possible

 relationships to their heads and the necessity to

 include them (+) or not (-) into lexical entries.

Notes

1 The constituency-based approaches working with some kind of focus inheritance find it difficult to account, e.g., for cases in which the focus consists of something more than a single NP, but less than the whole VP.

2 The definition we prefer (see Sgall et al. 1969; 1986; Plátek et al. 1978; 1984, Petkevič 1987) appears to have certain advantages in that it allows for an unlimited number of sister nodes and for a relatively free use of nonterminals in the derivations of sentence representations. It is important that the representations contain only terminal symbols.

3 This concerns not only the theta roles proper, i.e. arguments, or participants (inner complementations), but also the free (adverbial) complementations, or adjuncts. If their number is considered to be too big for such an account, it should be recalled that most of the kinds of complementations are underlying counterparts of prepositions, subordinating conjunctions or similar morphemes, which most theories do understand as primitives. These cannot be regarded as purely lexical items, since they clearly function as grammatical means: they cannot be freely syntactically expanded. Thus we do not consider their underlying correlates to be lexical units, and we treat them as parts (indices) of complex labels of nodes of a syntactic tree, rather than as corresponding to specific nodes.

4 As has always been recognized in European linguistics, these two syntactic relations correspond to a dimension that basicaly differs from syntactic dependency; for a formal treatment see Petkevič (in press).

5 Let us note that the "direction" of the dependency relation can also be specified on the basis of such a criterion. This can be done since one of the members is syntactically omissible, if not in a lexically specified pair of words, then at the level of word classes. Thus, e.g. in ((very) slow) progress the syntactic combinability of the heads clearly is the same as that of the whole groups. In Jim met Sally nothing can be deleted. We know, however, from other cases that the verb never can be deleted in the sense of free syntactic combinability (without a specific context); in contrast, the object can be absent e.g. with read, and subject is absent in clauses with such verbs as rain. Since in those clauses the English pronoun cannot be replaced, it is just a morphemic filler with no semantic relevance. Articles, prepositions, auxiliary verbs, etc., do not give rise to such problems, since in the syntactic structure of the sentence they do not occupy specific positions (see fn. 3 above). Other questions open to discussion are problematic for all kinds of syntactic descriptions. One such question is the boundary line between so-called equi- and raising-verbs in English. Such issues have to be discussed in the context of individual languages, bearing in mind the specific relationships between their underlying structures and the outer shape of sentences.

6 In a specific situation where, e.g., the question is whether the arrival means an arrival at a particular hotel or railway station in the given town, it should be noted that a deletion is present in the question already.

7 Note that among the differences between underlying and surface word order, there are those which are treated by shallow rules that concern the verb, the parts of noun groups, the function words and the clitics. In a dependency grammar, Wackernagel's position is relatively easy to define as the second position in the uppermost part of the dependency tree. Furthermore, a secondary surface position of the intonation center of the sentence marks the most dynamic element of the sentence as having been replaced to this position from the end of the sentence. In such a case the complementations to the right of the intonation center belong to the topic, i.e. are CB.

8 The question of how to find and to describe a finite mechanism that allows the hearer to decide which of the many possible reference assignments is meant by the speaker, was discussed by Hajičová et al. (1982; in press). The proposed model is based on degrees of salience of the items in the stock of information shared by the speakers and - as assumed by them - by the hearers. An account of the vagueness of linguistic meaning can be found in Novák (1993).
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