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Syntactic Tagging in the Prague Tree Bank
1. An overview of the project

The most recent natural language processing priojetbie Czech Republic started in 1996 as a joint
research project of seven university departmendsiastitutes (of Charles University in Prague and
Masaryk University in Brno); the principal invesiigr is the Institute of Formal and Applied
Linguistics. The project is scheduled for six yeamnsl its aim is to create a solid base for a vibgsat
computerized processing of Czech language servirtly &s a multifacetted source of material for
empirical and theoretical linguistic research ad a® for multifarious applications in the domaih o
text processing and information retrieval. The @cbjis conceived of as consisting of three branches
running in parallel but in close interrelationsr(fa more detailed description of the project, see
Hajicova 1996): (i) the buildup of Czech National Cormssthe largest complex and representative
Czech language data base, (ii) the research oémreley Czech based on contemporary methods and
techniques of computational linguistics and lexiegdny, which includes the development of a
tagging system for the corpus and formulation angdlémentation of tagging procedures, and (iii)
continuation in the theoretical research in the @ionof sentence and text structure, also with the
perspective of possible applications in computerizgstem employing natural language processing.

2. Thethreelayers of tagging of Czech

The development of tagging systems for Czech isandvial task, in view of the fact that most bkt
existing tagging systems have been developed fgukges typologically different from Czech: the
highly inflectional character of Czech and its conmicatively rather than grammatically based word
order present specific problems most of which haet yet been tackled in a sufficient and
satisfactory way.

The tagging system for the Czech corpus is beimraiged of as a system consisting of three
interrelated layers (see HajiHajicova and Rosen, 1996; let us note that in accordavitte the
grammatical tradition we distinguish “morphologi@aid (two layers of) 'syntactic' tagging, not gsin
the term “morphosyntactic’ because of the podsitiii interpret it either in the “coordinating' sen
that is synonymously with '‘grammatical’, or as méfig to a domain capturing more of morphology
than of syntax):
(a) morphological (augmented POS) tagging enridhedhorphological data about the particular
word forms; see Hladka (1996) on a stochastic R@Q§etr for Czech, working with more than
1100 different tags as combinations of the valueshorphological categories of different
POS's, and Hajiand Hladk& (1997) on the experiments with a stetahéagger based on the
full-fledged automatic morphological analysis ofe€h (Hajt¢ 1994);

(b) the so-called analytic syntactic tagging theulieof which are dependency trees the nodes of
which are labelled by the word forms of the sengefi®. each word form constitutes a node
of the tree) together with tags representing thagfic relations between the governing and
the dependent node (such as subject, object, dadaoheerbial etc.);

(c) syntactico-semantic tagging resulting in dejgty trees the nodes of which are labelled by
the autosemantic word forms of the sentence wijs tepresenting the syntactico-semantic
(tectogrammatical, in the sense of the Functionahd&sative Description, see e.g. Sgall,
Hajicova and Panevova 1986) relations such as Agen#BeRatient, Addressee, Effect,
Origin, and circumstantial modifications of diffaetekinds. Inquiries will be carried out to
make first steps also towards marking the inteesgial relations including topic/focus
articulation, anaphoric relations etc.



3. Theanalytic layer and therepertory of itsrelations

In the present contribution we concentrate on dtar&ing the second layer, namely the analytic

syntactic tagging, with some hints how the thineelethe tectogrammatical tagging should look like.

3.1 Tools for tagging

In the first phase of the research we have proptsedepertory of the tags for the analytic syritact

tagger and we have developed some tools contriptitira systematic and consistent tagging of the

first sample; this sample has been tagged manuaily, with the help of a software (MS Windows

based) tool for tree manipulation. However, onettad intermediate aims is to develop a semi-

automatic procedure based on the parser derived the error-checking syntactic procedures of

protype of the grammar checker for Czech (seekaigon and Platek, 1993). Possibilities will also be

investigated to induce some idiosyncratic syntagtaperties of particular words such as valency of

verbs from the texts (annotated as well as ravh@torpus (B6hmova, in prep.).

3.2 Characterization of the analytical level

The analytic level can be characterized as follows:

(a) each word and a punctuation mark is repredénte single node,

(b) no nodes are added except for the root ofrdee(and some clearly specified exceptions, ssch a
particles-i, -sorthographically attached to the preceding wordhatit a blank, as an ending, eg.

tys=ty (you) +s (-'jsi’,are);

(c) the resulting representation is a dependem®y; tn which edges (links) are explicitly labelég (
means of the tags attached to the dependent mexhtter dependency pair)

(d) non-projectivity is allowed.

The tags with each node of the resulting tree eratialytic syntactic level consist of three parts:
() the lexical part (word form),

(if) the morphological tag (see the works quotedvafor the shape of these tags),

(iithe syntactic tag (name of the dependency,lsde point (d) above).

Note: For the reasons of transparency, in ourtiiti®ns throughout this paper we do not include in
the tags the morphological parts of them.

3.3 Illustration

The above-given characteristics can be illustratethe tree (Fig. 1) for the Czech sentence (Kefia
from our corpus); we give a literal English tratisla under each example.

(1) Ze bude zle, bylo jasné hned

that it-willlgo wrong was clear immetbly



byla .
Pred Auxk
7o jasné hned
AuvxC Prom Adv
bude \
Sk AuxX
zle
Addv
Fig. 1

3.4 The repertoire of analytic tags

At this stage of tagging, the following classificait of analytic functions has been made (the
abbreviations given below are also used in the piesof trees in Sect. 3.5):

Pred - the predicate of the main clause (alectipula), see Fig. 2
Sb - subject, see Fig. 3

Obj - object, without distinguishing a direct aimmdlirect object and the so-called 'second' object
(zvolili ho pedsedoylit.: they elected him chairman])

Atr - attribute, see Fig. 4
Adv - different kinds of adverbials (for someesific cases see below)

Atv - complement; the following convention iseds the Atv is represented as depending on the verb
(with the label AtvV, see Fig. 5) if the Atv is a@éd to a deleted member (@gSel bos'(he)
came barefooted"); in other cases the Atv is remtesl as depending on another member of
the sentence (on subject, see Fig. 6, on a difgeicowith pfAvedli ho rargného '(they)
brought him wounded', on an indirect object witii mu to je&t spicimu(they) gave to-him
it still sleeping’, on an adverbial withsal tim perem uZ rozbitylthe) wrote (with) that pen
already broken') because its syntactic dependemdlgeoverb of the given clause can be easily
derived later, during the transition to the tectmgmatical level

Pnom - a predicate noydirka je SachistdGeorge is chess-player’) or adjectidirka je nemocny
'‘George is ill), see Fig. 7;

ExD - a node the governor of which is delete@ @bvernor is not present in the surface shapleeof t
sentence, eg. a noun in a non-verbal sentenc@éadline, or in a coordination with deletion,
see Fig.9); in the tree, such a node "hangs" ogakerning node of the deleted node, i.e. one
step higher than it would be in the correspondiRy T

For cases, in which the syntactic relation is ambig to such an extent that it cannot be decided up

even if a broader context is taken into accourd, dhnotators have at their disposal the following
"double" labels (they can make a decision as fackvhelation they would prefer and denote this by
the order of the component of the label; the preterelation is denoted by the first part):



ObjAtr, AtrObj (the node is represented as dependin the noun, since the verb can be easily
identified), eg. the notorious cases of the sceda? P-attachment suchlasupil boty
pro kluka'(he) bought shoes for boy'

AdvAtr, AtrAdv (with a similar choice possible abave)

AtrAtr (with a dependency relation to the leftmo$the competing nouns)

Functional (auxiliary) words and punctuation maaiks labeled in the following way:

AuxV - the auxiliary vertbyt 'to-be' in the future tense forms, in passive iantbnditional (see Fig.
8)

AuxT - the particlesewith reflexiva tantum, egsmat séeto-smile’

AuxR - a reflexive particle that cannot be classifas an object (eg. with reflexive passiveseato
diim se sta#l pét let 'this house was-built five years'

AuxC - a subordinate conjunction
AuxO - a 'demonstrative’ word
AuxP - a preposition

AuxZ - a focalizer

AuxY - a secondary part of a complex connectingresgion, egbud’ 'either' in cooccurrence with the
primary(a)nebo'or'

AuxX - a comma
AuxG - a dash or a bracket

AuxK - the punctuation mark at the end of the secee(fullstop, question mark, exclamation mark,
semicolon); this symbol is represented as depentintpe root of the tree (i.e. in prototypical
cases, as a right-hand sister of the main predifatee sentence)

AuxS - the added root of the tree

Coordination (see Fig. 9) is incorporated into de@endency structure in a specific way: the node fo
the coordinating conjunction (representing the whmordinated structure) has the syntactic function
Coord and the individual coordinated members doelé&l according to the syntactic position of the
structure in the sentence with the suffix _Co &itakcto the label of that syntactic function (eg. Sb,
Pred_Co, etc.). Similar conventions concern aposiénd parenthesis.

Phraseological complexes do not carry specificltald@eir inner structure is analyzed in the same
way as with regular syntagms.

Other conventions concern the way in which we regne the relations between nouns and
prepositions, the auxiliaries within verbal complexms, the attachment of dependent clauses etc.
The main principle we have tried to observe wastadbose any piece of information that would be
relevant for the (perspective) transition to thiedttlayer of tagging and for the use of the anreatat
corpus in general.



3.5 Examples

To illustrate the classification of analytic furaris and the conventions used for handcrafted tgggin
we present here some examples of analytic treesgiée first the original Czech sentence with
English glosses, and then the analytic tree witthesdabeled with lexical units and punctuation reark
and analytic functions.

(2) Peka pe&e housky.

Baker bakes bagels

o
AuxS
pede .
Pred AuxK

Pakal housky

Sb Obj
Fig. 2
(3) Kniha byla ieloZena.
book was translated
.,
AuxS
pieloZena
Pred
Kniha byla
Sh Auxy
Fig. 3
(4) Dim, ktery je drahy, Si nekoupime.

House, which is expensive, owsel we-will-not-buy



d0m
Ob)

i
Atr

drahy .
Pnom

. ktery
AunX St

Fig. 4

(5) Ma uvieno.

He-has cooked

AuxS

ma .
Pred Auxk
uvaffano
At

Fig. 5

(6) My jsme PpSli fi.

we are came three

phgli
Pred

jsme

my.
8b AuxY

Fig. 6

S
AuxS

nekoupime

Pred AuxK

si
Obj

AuxX

}\uxK



(7) Bazen byl jiz napést

pool was already filled

7
AygxS
vl .
Pred AuxK
bazén Jjiz napustén
Sb AuxZ Pnom
Fig. 7
(8) Sml by byt zapsan.
he-allowed would-be to-be enrolled
#8
A\:xS
smeél .
re AuxK
by zapsan
Auxv/  Obj
byt
Auxy
Fig. 8

(9) Petr pracuje di#h ale Pavel Spétn

Peter works well, but Paulbadly.



4. Transition to the tectogrammatical level

4.1 Introductory remarks

As we have remarked above, the repertory of théy@mayntactic tags and the tagging procedure is
conceived in view of the transition from this layr the third layer of tagging resulting in
tectogrammatical representations (TR's). The forimthese representations is conceived of in
accordance with the theoretical assumptions of FfeDa detailed treatment, see Sgall et al. 1986);
the formulation of the transition from the analyticthe tectogrammatical level can also use with a
great advantage the material prepared by the mandjethe Institute for their previous project of
syntactic analysis of Czech (Panevova et al. 1976).

4.2 Characterization of the third level of tagging

The structural annotations of the third layer @diag are distinguished from the second, analytical
level, by the following points:

(a) auxiliary nodes of the analytical level areetietl, only meaningful words are represented by a
node of their own

(b) nodes can be added (to ,restore” surface deigli

(c) analytic functions are replaced by tectogranaafunctions (such as Actor/Bearer, Patient,
Addressee, Origin, Effectum, different kinds of c@imstantials)

(d) at least some basic features of the informastmcture of the sentences (Topic-Focus
Articulation) will be added

(e) coreference relations will be specified.



4.3 Illustrations

In order to demonstrate some of the features of TTRComparison with the analytic trees, we adduce
in Figures 2' through 8' the tectogrammatical cerpdrts of the trees given above for sentences (2)
through (8); since in the Functional GenerativerBrar the relation of coordination is understood as
a third dimension of the representation, diffeffeatn the dependency relation, we give the TR of (9)
in the form of a bracketted linear representation(9). The nodes in the TR's are labeled with
(simplified) complex symbols consisting of the leadi meaning (represented in our examples by an
(underlined) English word corresponding to the nmegnof the Czech original), of a set of
grammatical meanings (such as meanings of tensgsraalalities with verbs, determination and
number with nouns), and the name of the given tgatamatical relation.

ake.Decl.Pres

baker. Def Sg.Act rall.indef Pl.Pat

Fig. 2"

translate.Decl.Pret. Result

Gener.Act book.Def Sg.Pat

Fig. 3'



T//% buy.Decl. Fut. Neg
ouse.Indef. Sg.Pat we. PlLAct we. Pl Addr

e.Deci Pres Restr

Rel.Sg.Act expensive. Pat

Fig. 4'

cook Decl.Res. Pret

he.Sg.Act Gener.Pat

Fig. 5

came. Decl Pret

we. Pl.Act three.Circumst

Fig. &
be.Decl.Result. Pret
Gener. Act pool.Def. Sg.Pat already.Time filled.Pat
Fig. 7'

enroll. Cond.Permis. Pres

Gener.Act he.Sg.Pat

Fig. 8"

(9") (Peter.Sg) A ot work.Decl.Pres (Manner®ell) (Paul.Sg)A ot

work. Decl.Pres (Mannerb2dl¥) Advers




5. Conclusion

We are fully aware that the tagging procedure thipwd of which are annotations on the analytic lleve
does not account fully for the proper syntactiadre of the sentence (see Sgall 1996). Howewver, w
are convinced that the results achieved providescbshape of the representation of a sentence
structure in the shape of a dependency tree (dweith superfluous nodes for auxiliary words and
punctuation marks and without nodes for deleteddviorms) labeled with the basic types of syntactic
functions. The analytic tree bank may thus servarfonographic studies of most different syntactic
phenomena of Czech without being bound to someifgpeyntactic theory, and, first of all, as
training data for a large-scale semiautomatic sfitanalysis of Czech as well as an input for the
third (tectogrammatical) tagging procedure, thetbtical foundations and specification of the otitpu
of which are already prepared.

References:
Bohmova, Alena. In prefn data-oriented learning of valency frames.

Haji¢, Jan. 1994Unification Morphology GrammaiPhD thesis, Faculty of Mathematics and Physics.
Prague: Charles University.

Haji¢, Jan, Eva Hajiova and Rosen Alexandr. 1996. ,Formal represemtatid language structures".
TELRI NewsletteB,12-19.

Hajicova, Eva. 1996The past and present of computational linguistic€larles UniversityTech.
Report No.l, UFAL MFF UK, 2-10.

Haji¢, Jan, Eva Hajiova, Jarmila Panevova and Sgall Petr. In p@mtax véeském nérodnim
korpusu[Syntax in Czech National Corpus], prepared fovSla slovesnost.

Haji¢, Jan and Barbora Hladka. 1997. ,Probabilistic ané-based tagging of an inflective language -
A comparison.'Proceedings of ANLP 199Washington, D.C., March 1997.

Hladka, Barbora. 1994Pccitacové vybaveni pro zpracovani velkyébskych textovych korpus.
[Software tools for processing of large Czech totpora.] Diploma thesis. Prague: Charles
University.

Kubor, Vladislav and Martin Platek. 1993. ,Robust pagsamd grammar checking of free word order
languages".Natural language parsing: Methods and formalisragls. K. Sikkel and A.
Nijholt. Twente, 157-161.

Panevovd, Jarmila et al. 197&lgoritmické zpracovani syntaktické analy®gtiny [Algorithms for
automatic syntactic analysis of Czech]. Researporte A brief survey to be published as
Tech. report, UFAL MFF UK.

Sgall, Petr. 1996. ,What linguists may expect agguire from syntactic taggingTELRI Newsletter
3, 9-11.

Sgall, Petr, Eva Hajova and Jarmila Panevova. 198the meaning of the sentence in its semantic
and pragmatic aspectPrague: Academia and Dordrecht: Reidel.



