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Abstract
This article describes recent improvements of SLTev, a tool for automatic evaluation of ma-

chine translation, speech recognition and speech translation systems. The changes include the
implementation of the COMET score for evaluation of machine translation and spoken lan-
guage translation outputs as well as a fix for the problematic delay calculation for repeated
words which favoured longer segments. Additionally, the system outputs of the IWSLT 2022
shared task have also been evaluated using SLTev and a comparison study with another speech
evaluation toolkit, SimulEval, has been done.

1. Introduction

Spoken Language Translation or SLT is a prominent task in NLP. In the so-called
cascaded approach, it involves translation of speech into various languages and com-
bines automatic speech recognition in the source language and then machine transla-
tion into the target languages. On the end-to-end approaches, the intermediate tran-
scription in the source language is not explicitly considered. As with any application
in NLP, it is necessary to evaluate the results produced with suitable metrics.

SLTev1 or Spoken Language Translation Evaluation tool (Ansari et al., 2021) per-
forms the evaluation of the outputs of spoken language translations by reporting the
quality, latency, and stability of a candidate output based on its time-stamped tran-
script and reference translation into a target language.

1https://github.com/ELITR/SLTev
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This article gives an overview of the work done to improve the SLTev tool. Our
main contributions include the addition of a new metric, COMET for evaluating ma-
chine translation and the fix for delay calculation so that it takes into account the time-
stamps of repeated tokens. Also, an evaluation of the system outputs of IWSLT 2022
(Anastasopoulos et al., 2022) was done using the SLTev tool, comparing the scores
also to the results of SimulEval, the tool used officially for IWSLT 2022.

We first look at the SLTev tool and the metrics it uses for evaluation. Then we
discuss the issues and challenges existing in the current implementation of the tool
and the work done to mitigate these issues and improve the tool. Finally, we evaluate
the IWSLT 2022 outputs using SLTev.

2. Background

The SLTev tool is an open source tool for evaluating SLT outputs against reference
translations and time-stamped source transcripts. It was developed as part of the Eu-
ropean Live Translator (ELITR) project (Franceschini et al., 2020) and provided three
metrics namely SacreBLEU (Post, 2018) for measuring quality, Flicker for measuring
the stability and Delay for measuring the latency of SLT outputs.

Translation quality is estimated using the SacreBLEU tool applied in three differ-
ent ways within SLTev. The first one considers all completed segments as a single
joint segment and compares it with the reference which is also considered as a sin-
gle concatenated segment. The second variant uses mwerSegmenter (Matusov et al.,
2005) to compare candidate and segmented reference outputs. The final variant relies
on time-span quality and divides the whole document into chunks or segments of a
fixed duration which are then separately evaluated using BLEU and also averaged for
the score of the whole document.

Flicker assesses the amount of intermediate output updates which can distract the
user by counting the number of words after the first difference between two consec-
utive output updates. Flicker is reported in two variants: average revision count per
second and normalised revision count which are described by Ansari et al. (2021).

The final measure is delay which measures the difference between the time that
a target word was displayed and an estimate of when it should have been displayed
given the source transcript. The delay is calculated using two approaches. The first
one is proportional which estimates the timing of each source word based on par-
tial segments in the golden transcript. These times are then passed to the words in
the reference translation proportionally along the sequence of words. The second ap-
proach uses automatic word alignment between the source and reference translations
to account for word order differences across languages.
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2.1. SLTev vs. SimulEval

Another toolkit that is similar to SLTev and has been developed for evaluating
simultaneous translation is SimulEval (Ma et al., 2020). It has been used as the eval-
uation toolkit for the IWSLT Shared Task since its first edition in 2020.

SimulEval is based on a client-server scheme in which the server sends the source
input when requested by the client, receives the translation for evaluation from the
client and reports various metrics pertaining to translation quality and latency. The
client is composed of an agent and a state. The agent is responsible for executing the
system’s policy and the state tracks the necessary information for executing the policy
when generating the translation. SLTev on the other hand uses a time-stamped golden
transcript in the source language, a reference translation and candidate output in the
target language to evaluate the translation quality, latency and stability off-line, i.e.
from logs and without running the system again.

SimulEval reports BLEU, TER andMETEOR for evaluating translation quality and
has adapted Average Proportion, Average Lagging and Differentiable Average Lag-
ging for speech translation. However, it does not support any assessment of output;
the evaluated systems are not permitted to their older outputs in any way. SLTev re-
ports stability using the flicker metric along with measuring translation quality and
latency using SacreBLEU and delay respectively as described previously. An evalua-
tion of the IWSLT 2022 using SLTev and a comparison of the results with the official
SimulEval results is reported later in Section 3.3.

3. Improvements to the Current Implementation of SLTev
This section describes some of the issues that the current implementation of SLTev

had and the work done to improve the tool.

3.1. Delay Computation

In the existing implementation of delay computation, there was an issue in how
the time-stamps were assigned to repeated words in a segment. This problem has
been reported by Amrhein and Haddow (2022). The following example can be used
to explain the problem:
P 13.18 O
P 14.18 O horror,
P 15.18 O horror, terror, horror
C 16.18 O horror, horror, horror.

SLTev assigned the time stamp of 14.18 to all occurrences of the word “horror”, i.e.
it assigned the token the time-stamp of its first occurrence even though later updates
actually discarded some of these occurrences. When translating longer segments eas-
ily consisting of multiple sentences, the likelihood of encountering tokens that were
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previously seen increases. In such cases, all of these tokens would be assigned the
time-stamp of their first occurrence. Hence, this tends to favour longer segments in
the translation process.

3.2. COMET

COMET (Rei et al., 2020), which stands for Cross-lingual Optimized Metric for
Evaluation of Translation, is a popular neural framework for training multilingual
machine translation evaluation models. Typically, COMET models are trained with
the objective of predicting quality scores for translations. These scores are usually nor-
malized through a z-score transformation and serve as a valuable metric for ranking
translations and systems based on their quality.

The COMET library has several evaluation models and we use the default model
Unbabel/wmt22-comet-da (Rei et al., 2022). This model utilizes a reference-based re-
gression methodology and is constructed using the XLM-R framework. It has under-
gone training on direct assessments from WMT17 to WMT20, offering scores within
the 0 to 1 range. A score of 1 indicates a perfect translation.

TheUnbabel/wmt22-comet-damodel is available onHuggingFace and can bedown-
loaded. A list of dictionaries containing the source, candidate translation and the
reference is given as input to the model. It generates scores for each set of source,
candidate, reference triplet and also reports an overall system score.

For SLTev, the segmented candidate sentences were concatenated together to form
one single segment. The same was done for the source and reference segments in
order to generate an overall score for the document. The generated system scorewhich
is reported by the model in the range [0, 1] has been scaled to [0, 100] in order to be
consistent with the SacreBLEU reporting in SLTev.

One issue that was observed during the implementation was that internet connec-
tion was necessary in order to download the model to the local system. Currently,
this situation is being handled in a way that does not disrupt the flow of the evalua-
tion by handling the exception where the download has failed and moving on to the
next metrics.

3.3. Evaluation of the IWSLT 2022 System Outputs

The SLTev tool was used to run an evaluation of the outputs by the models sub-
mitted to the IWSLT 2022 Simultaneous Speech Translation task. The language pair
was English to German and the outputs of five systems namely CUNI-KIT (Polák
et al., 2022), FBK (Gaido et al., 2022), HW-TSC (Wang et al., 2022), NAIST (Fukuda
et al., 2022) and UPV (Iranzo-Sánchez et al., 2022) were evaluated. Each system has
produced outputs for three latency regimes — high, medium and low— determined
by a maximum latency threshold measured by Average Lagging on the Must-C tst-
COMMON set.
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Delay Delay
Model Without With SacreBLEU COMET Flicker

Partials Partials
CUNI-KIT.high 61.24 62.49 25.59 66.57 0.00

CUNI-KIT.medium 71.39 71.84 23.32 64.98 0.00
CUNI-KIT.low 79.72 79.93 17.76 60.01 0.00

FBK.high 90.25 91.91 18.57 54.12 0.00
FBK.medium 58.51 60.20 15.85 51.22 0.00

FBK.low 51.07 52.23 8.62 41.18 0.00
HW-TSC.high 50.31 50.91 9.88 35.09 0.00

HW-TSC.medium 60.24 60.85 9.82 35.3 0.00
HW-TSC.low 65.44 66.1 8.31 33.94 0.01
NAIST.high 77.82 79.37 9.00 38.33 0.00

NAIST.medium 27.79 28.73 9.16 38.00 0.00
NAIST.low 38.15 38.34 7.03 39.75 0.00
UPV.high 238.31 241.12 22.88 62.29 0.00

UPV.medium 148.25 150.31 19.49 59.97 0.00
UPV.low 176.52 179.75 12.81 52.06 0.00

Table 1. SLTev Evaluation of IWSLT 2022 System Outputs

Latency High Medium Low
Pearson Correlation 0.89 0.864 0.891

Table 2. Pearson Correlation of IWSLT 2022 System Outputs with respect to SimulEval
and SLTev Results
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Figure 1. Scatterplot showing the BLEU scores reported by SLTev and SimulEval for IWSLT
2022 systems for three latency regimes
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IWSLT 2022 used the SimulEval toolkit (Ma et al., 2020) for evaluating the qual-
ity and latency of the submissions. The metrics they used were BLEU for measuring
translation quality and average proportion (AP), average lagging (AL) and differ-
entiable average lagging (DAL) for measuring translation latency. Using SLTev, the
delay measurements calculated using the partial segments and the one which consid-
ers only the completed segments, SacreBLEU, COMET and Flicker have been mea-
sured. We can see that the translation quality is highest in each system for the high
latency regime except for NAIST which has the best BLEU score for medium latency
regime. The CUNI-KIT system in the high latency regime has the best translation
quality in terms of both BLEU and COMET. NAIST (medium) has the least average
delay whereas UPV systems have the highest delays among all the systems. The met-
rics are reported in Table 1.

The BLEU scores reported by SimulEval and SLTev in the three latency regimes—
high, medium and low — have also been reported as a scatter plot in Figure 1. We
can observe that the general trend is that SLTev has scored the systems lower than
the scores reported by SimulEval except for CUNI-KIT in the high latency regime.
HW-TSC and NAIST have been scored much lower by SLTev than by SimulEval, a
difference in the range of approximately 5–10 points. This can also be seen for FBK
though not to the extent of HW-TSC and NAIST. CUNI-KIT and UPV have similar
scores reported by SLTev and SimulEval. Table 2 reports the Pearson correlation for
scores of the systems in the three latency regimes.

4. Conclusion and Future Work

SLTev is a comprehensive tool for evaluating the quality of spoken language trans-
lation. We wish it became the standard toolkit with a wide adoption.

The work done reported in this article is just the beginning, there is more room
for improvement. The implementation of COMET score can be enhanced further by
reporting segment-level scores as well. It would also be beneficial to figure out how to
download the COMETmodel available in HuggingFace locally when installing SLTev
and not having to rely on a stable Internet connection to generate the score. The bug
fix for delay computation should give more accurate results and will no longer favour
longer segments since the time-stamps of repeated tokens are being accurately cal-
culated. Additional metrics relevant to translation can be added including average
lagging and chrF3 (Popović, 2015).

The tool can be made more versatile by making it platform independent. Right
now, it relies on mwerSegmenter which can only be run on Linux systems. Word-
error-rate-based segmentation is thus not preformed for quality evaluationwhenused
on other platforms. The readability and reusability of the code can be improved by
using more Pythonic constructions. Also, writing and maintaining unit tests, imple-
menting a proper error handling module and detailed logging are some other ways
in which the tool can be made more user and developer friendly.
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