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Abstract

The foundation for the research of summarization in the Czech language was laid by the
work of Straka et al. (2018). They published the SumeCzech, a large Czech news-based sum-
marization dataset, and proposed several baseline approaches. However, it is clear from the
achieved results that there is a large space for improvement.

In our work, we focus on the impact of named entities on the summarization of Czech
news articles. First, we annotate SumeCzech with named entities. We propose a new metric
ROUGENE that measures the overlap of named entities between the true and generated sum-
maries, and we show that it is still challenging for summarization systems to reach a high score
in it.

We propose an extractive summarization approach Named Entity Density that selects a sen-
tence with the highest ratio between a number of entities and the length of the sentence as the
summary of the article. The experiments show that the proposed approach reached results
close to the solid baseline in the domain of news articles selecting the first sentence. Moreover,
we demonstrate that the selected sentence reflects the style of reports concisely identifying to
whom, when, where, and what happened. We propose that such a summary is beneficial in com-
bination with the first sentence of an article in voice applications presenting news articles.

We propose two abstractive summarization approaches based on Seq2Seq architecture. The
first approach uses the tokens of the article. The second approach has access to the named
entity annotations. The experiments show that both approaches exceed state-of-the-art results
previously reported by Straka et al. (2018), with the latter achieving slightly better results on
SumeCzech’s out-of-domain testing set.
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1. Introduction

Automatic text summarization is an important task of natural language under-
standing. The goal is to describe a text accurately, be it a news article, a web page,
or a paragraph of a book, using shorter text. The shorter text can be in the form of a
paragraph, sentence, or even a few words. Automatic text summarization is a chal-
lenging problem for automatic systems because they have to excel in multiple areas
at once. They have to understand the meaning of the original text, understand which
passages are important and which can be excluded, and generate meaningful and
grammatically correct summarizations.

In this work, we focus on the summarization of Czech news articles by a
one-sentence summary. We can also describe this task as the automatic creation of
a headline for a given text. We use the SumeCzech dataset (Straka et al., 2018) for our
experiments.

Additionally, we explore the influence of the named entities on text summariza-
tion. We use SpaCy’s named entity recognition (NER) model, trained on a
CoNLL-based extended CNEC 2.0 dataset (éevéikové etal.,2014), tolabel SumeCzech
with named entities to create additional features. We publish the annotations to pro-
mote the replication of results and to enable further research.

We wuse the annotations as a foundation for our newly proposed
Named Entity Density. The method selects the sentence with the highest ratio of the
number of entities to the sentence length as the summary of the article. We show that
our proposed method achieves nearly as good results in the automatic evaluation as
the hard-to-beat baseline in the news domain that selects the first sentence. Nenkova
(2005) shows that the baseline selecting the first sentence is a strong baseline because
authors tend to summarize the main points of an article in the first sentence, especially
in the news domain. We also show that sentences selected by
Named Entity Density possess a high information value mentioning to whom, where,
when, and what happened. This structure resembles the style of reports that concisely
identifies and examines issues, events, or findings that have happened. We propose
that such a summary is useful in voice applications presenting news. Voice applica-
tion can present the summary formed out of the first sentence of a news article first
and continue with the sentence selected by Named Entity Density if a user requests
additional information.

We also propose two abstractive methods that can construct a novel sentence as
a summary. They are based on the Seq2Seq architecture, initially used for machine
translation. The first method uses the text of the article only. The second method
uses additional annotations created by the name entity recognition system as input
features. Our experiments show that both models achieved state-of-the-art results in
SumeCzech’s task to summarize the headline from the text of the article. We also
show that the named entities added as an additional input feature improve the ability
of the model to generalize to the out-of-domain data.
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Finally, we propose a new metric Rogueng, which measures the overlap of named
entities in the target and generated summaries. Poor results of the experiments in
Rogueng show that summarization of entities still poses many challenges, and this
task has not been solved yet.

2. Related Work

Allahyari et al. (2017) provide a brief survey of text summarization. In general, we
divide text summarization algorithms into two categories, extractive and abstractive.

2.1. Extractive Summarization

Extractive summarization algorithms choose pieces from the original text, usually
sentences, and combine them to form a summary. From a high-level perspective, most
extractive summarizers follow the same two steps: First, score all sentences. Then,
pick N sentences with the highest score. The main difference between individual ex-
tractive methods is how they score sentences. The advantage of extractive methods
is that no matter how simple the method is, it always produces syntactically correct
sentences, even though they may not be useful summaries. On the other hand, there
is a disadvantage too. Extractive summarizers are limited in what they can predict
by the sentences of the source text. Thus, more elaborate summaries are out of their
reach.

Mihalcea and Tarau (2004) introduce a Textrank algorithm, a graph-based rank-
ing model. It creates a graph of sentences based on their overlap. It chooses the most
important sentences according to the created graph. Pal and Saha (2014) propose a
summarization algorithm that derives the relevance of the sentences within the text
using the Simplified Lesk algorithm and the WordNet online database. Kageback
et al. (2014) propose using continuous vector representations for semantically aware
representations of sentences for summarization. Zhang et al. (2016) develop convo-
lutional neural networks that learn sentence features and perform sentence ranking.
The latest results are achieved by Liu (2019). They apply the BERT model (Devlin
et al., 2018) to extractive summarization.

Especially relevant works for our research are those working with named enti-
ties. Nobata et al. (2002) introduce named entity tagging and pattern discovery to a
summarization system based on a sentence extraction technique. Hassel (2003) inte-
grates a Named Entity tagger into the SweSum summarizer for Swedish newspaper
texts. Filatova and Hatzivassiloglou (2004) propose a summarization technique us-
ing a set of features based on low-level, atomic events that describe the relationships
between important actors in a document or in a set of documents. The extraction of
atomic events relies on a noun phrase and named entity recognition (Hatzivassiloglou
and Filatova, 2003). Jabeen et al. (2013) apply named entity recognition for summa-
rization of tweets. Schulze and Neves (2016) present EntityRank, a multidocument
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graph-based summarization algorithm that is solely based on named entities. They
apply it to texts from the medical domain successfully. Khademi and Fakhredanesh
(2020) propose an unsupervised method for summarizing Persian texts that use a
named entity recognition system. Their method consists of three phases: training
a supervised NER model, recognizing named entities in the text, and generating a
summary.

2.2. Abstractive Summarization

Abstractive summarizers generate summarizations consisting of novel sentences
that were not part of the original text. Abstractive summarization algorithms are usu-
ally more complex because they have to understand the input text, find the most rele-
vant passages, and generate syntactically correct sentences as summarization. Such a
task is nearly impossible for hand-written rules. However, the recent advance of ma-
chine learning and, in particular, neural networks makes abstractive summarization
possible. Moreover, neural networks represent the current state-of-the-art in abstrac-
tive summarization.

Nallapati et al. (2016) models abstractive text summarization using Attentional
Encoder-Decoder Recurrent Neural Networks. They propose several novel models
that address critical problems in summarization that are not adequately modeled
by the basic architecture, such as modeling keywords, capturing the hierarchy of
sentence-to-word structure, and emitting rare or unseen words during the training
time. Liu et al. (2017) propose an adversarial process for abstractive text summa-
rization. Yao et al. (2018) propose a recurrent neural network-based Seq2Seq atten-
tional model with a dual encoder including the primary and the secondary encoders.
Song et al. (2019) propose an LSTM-CNN based approach that can construct new
sentences by exploring more fine-grained fragments than sentences, namely, seman-
tic phrases. The proposed approach is composed of two main stages. The first stage
extracts phrases from source sentences. The second stage generates text summaries
using deep learning. Liu and Lapata (2019) apply BERT in text summarization and
propose a general framework for both extractive and abstractive models. For abstrac-
tive summarization, they propose a new fine-tuning schedule that adopts different
optimizers for the encoder and the decoder as a means of alleviating the mismatch
between the two as the former is pretrained while the latter is not.

To the best of our knowledge, there is no work exploring the influence of named
entities on the extractive summarization techniques, let alone in the Czech language.

3. Dataset
We use SumeCzech for experiments. SumeCzech is Czech news-based summa-
rization dataset created by Straka et al. (2018). It contains more than a million doc-

uments, consisting of a headline, several sentences long abstract, and a full text. The
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Website Number Percentage
ceskenoviny.cz 4,854 0.5%
denik.cz 157,581 15.7%
idnes.cz 463,192 46.2%
lidovky.cz 136,899 13.7%
novinky.cz 239,067 23.9%
Total 1,001,593 100.0%

Table 1. The number of documents in SumeCzech from individual news websites

dataset was collected from various Czech news websites. We show the distribution of
the websites in Table 1.

SumeCzech is split into four parts. Three of them are the train, development, and
test sets. Additionally, to simulate a real-life situation where a model is trained on
data from one domain, and used on real data from other domains, Straka et al. (2018)
created an out-of-domain (OOD) test set. OOD test set evaluates how models cope
with news articles from domain never seen during training. They clustered the whole
dataset into 25 clusters using K-Means on abstracts of the articles and selected one
cluster as the OOD test set. The OOD test set contains approximately 4.5% of all ar-
ticles. The OOD testing set seems to contain news articles about concerts and festi-
vals. The remaining articles were divided into train, development, and test sets in
86.5:4.5: 4.5 ratio.

3.1. Named Entity Annotations

We train a model for named entity recognition in the Czech language to annotate
SumeCzech by named entities. We selected the CoNLL-based extended
CNEC 2.0 (Konkol et al., 2014) as the training dataset, as it is the largest and most
up-to-date Czech named entity recognition dataset. The advantage is that the dataset
contains no nested entities, making the outputs easier to use for summarizers.

We selected SpaCy’s NER model! (Honnibal et al., 2020) because previous experi-
ments by Miiller (2020a) showed that SpaCy’s NER model offers a good trade-off be-
tween performance, speed, and memory requirements. Speed and memory require-
ments might seem unimportant for our experiments because we can precompute the
annotations. However, for the sake of practical usage, in which the labels have to be
created as soon as possible once a new document for summarization arrives, we de-
cided to take those properties into account too. The SpaCy’s NER model achieved a
78.45 F-Score on the testing set of CoNLL-based extended CNEC 2.0. For compar-

Ihttps://spacy.io/api/entityrecognizer
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Entity Type Train Dev Test Test OOD

Numbers in addresses 116,990 5,052 5,129 1,827
Geographical names 5,271,938 282,440 285,307 212,637
Institutions 4,488,357 222,524 234,147 250,555

Media names 534,340 24,379 27,966 22,360

Artifact names 2,367,532 118,938 108,811 196,009
Personal names 7,991,790 406,938 395,867 646,556

Time expressions 1,684,152 87,096 86,866 121,357
Total 22,455,099 1,147,367 1,144,093 1,451,301

Table 2. Number of named entities in texts of SumeCzech’s articles

Entity Type Train Dev Test Test OOD

Numbers in addresses 331 18 12 26
Geographical names 285,148 15,903 14,697 13,502
Institutions 161,809 7,578 8,472 12,806

Media names 9,088 371 420 718

Artifact names 62,124 3,344 2,837 7,748
Personal names 302,276 15,117 15,856 31,266

Time expressions 14,400 760 838 1,127
Total 835,176 43,091 43,132 67,193

Table 3. Number of named entities in headlines of SumeCzech'’s articles

Entity Type Train Dev Test Test OOD

Numbers in addresses 1,686 105 85 83
Geographical names 773,901 41,759 38,903 33,001
Institutions 601,129 28,380 33,119 52,938

Media names 77,591 3,744 4,320 3,946

Artifact names 159,122 7,550 7,174 25,204
Personal names 747,686 36,783 37,712 65,950

Time expressions 132,276 7,214 77272 23,544
Total 2,493,391 125,535 128,585 204,666

Table 4. Number of named entities in abstracts of SumeCzech'’s articles
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sion, current state-of-the-art result on this dataset is 86.39 F-Score (Strakova et al.,
2019; Miiller, 2020b).

We applied the trained SpaCy’s NER model to the text of SumeCzech’s articles.
The result was annotations in IOB2 format, one label for each word token. The NER
found approximately 26M named entities in texts, 1M in headlines, and 3M in ab-
stracts. (We do not use abstracts in our experiments. We present the numbers of
named entities in the abstracts for completeness only.) We show the detailed statis-
tics in Table 2, Table 3, and Table 4. We also counted the number of headlines without
any named entity. We show the statistic in Table 5. We published the annotations?
to promote replication of results and to enable further research (Marek and Miiller,
2021).

Split Percentage
Train 36.1%
Dev 35.4%
Test 35.7%
Test OOD 14.1%

Table 5. Percentage of headlines containing no named entity.

4. Metrics

We used the ROUGERaw metric for evaluation. ROUGEraw was proposed by
Straka et al. (2018) as a language-agnostic variant of ROGUE (Lin, 2004). The orig-
inal ROGUE metric automatically determines the quality of the generated summary
by comparing it to a reference summary created by humans. There are two variants.
ROUGE-N measures the overlap of N-grams between the generated and reference
summaries. ROUGE-L looks at the longest common subsequence between the refer-
ence and the generated summaries. ROGUE calculates recall and is English-specific.
It employs English stemmer, stop words, and synonyms.

ROUGERaw does not need any stemmer, stop words, or synonyms, which makes
it language independent. It measures recall, precision and F-score. It also has two
variants ROUGERraw-N and ROUGERaw-L corresponding to the variants of the orig-
inal ROGUE metric. We selected ROUGERaw-1, ROUGERaw-2, and ROUGEgaw-L to
evaluate approaches that we propose.

2http://hdl.handle.net/11234/1-3505
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4.1. ROUGENg

Since we focus on the role of named entities in summarization, we propose a novel
metric ROUGENg. ROUGENg measures the overlap of named entities between the
reference and the generated summaries. This metric evaluates the ability of the model
to transfer named entities to the summary.

Formally, let us denote the tokens of a true summary X:

X :{X0>X1)X2v"yxn}v

where x; are individual tokens of the summary. Let us denote the generated summary
Y in a similar fashion:

Y = {90,91 yY2y ..o »Um}
Next, we apply the named entity recognition algorithm on X and Y. The result is entity
annotations xe; and ye; for all tokens x; and y;:

{xeq, xe1,xe2,...,xen},

{960»961 yYez, ... )yem}-

The annotations can be divided into a set of annotations Eng, that mark entities, and
annotations E_ng, that do not mark entities. In the analogy of IOB format, the for-
mer are I and B annotations, and the latter are O annotations. For the calculation of
ROUGENg we select only tokens that are marked as entities. Formally, we select only
the tokens of summaries X and Y, for which its entity label is an element of Eng. The
results are the X, and Y,:

Xe ={xi}fori=0...nif xe; € Eng,

Y. ={yi}fori=0...mifye; € EnE.

Next, we calculate the ROGUE precision and recall scores using the tokens of X,
and Y. as follows:

precision = M,
IXel
Xe N Yel
recall = ————
Y|

where |X.| and |Y.| denote the sizes of X, and Y.. [X¢ N Y| denotes the number of
overlapping tokens between X, and Y.. The resulting values are the precision and
recall of ROUGENg. We define the metrics to be equal to zero for summaries without
any named entity.
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5. Methods

The task we study is to create a one-sentence summary from the text of the article.
The one-sentence summarization can be seen as the task to create a headline of the
article. We use five baselines introduced by Straka et al. (2018). Moreover, we propose
one extractive method — Named Entity Density and two abstractive approaches, Seq2Seq
and Seq2Seq—NER, for text summarization.

5.1. Baselines

We adopt the methods proposed by Straka et al. (2018) as a baseline. They propose
four extractive and one abstractive methods for SumeCzech’s task to create a headline
out of the text of the article:

o First: unsupervised extractive method. It returns the first sentence of the article.

e Random: unsupervised extractive method. It returns a random sentence from

the article.

o TextRank: unsupervised extractive method. It selects the most important sen-

tence of the article using the TextRank (Mihalcea and Tarau, 2004) algorithm.

o clf-rf: supervised extractive method. It selects the sentence that receives the

highest score produced by the Random forest classifier. The classifier performs
classification using vector representation of sentences. The vector representa-
tion consists of the sum of TF-IDF for each word normalized by the sentence
length, length of the sentence, cohesion (distance from other sentences), the
count of capitalized words in the sentence, the count of tokens that consist of
digits, and the count of non-essential words that suggests the sentence relates
to some other sentence.

e {2t: supervised abstractive method. It uses a neural machine translation model

proposed by Vaswani et al. (2017) to generate a summary consisting of a novel
sentence.

5.2. Named Entity Density

Named Entity Density is our proposed unsupervised extractive method. It calcu-
lates the named entity density score for each sentence and selects the sentence with
the highest score. The score is calculated in two steps. First, we apply a named entity
recognition algorithm to all sentences. Next, we calculate the named entity density
as a ratio of the number of tokens marked as a named entity to the total number of
tokens in the sentence.

Formally, let us denote the article A, for which we want to create a summary, as a
set of sentences sg ... Sn:

A ={50,51,82y.-+y5n}
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Each sentence s; contains word tokens xg . . . Xm:
Si = {XO)XUXZ) oo )Xm}-

We apply the named entity recognition algorithm NER on each sentence s; of the
article A:
NER(si) = {60» €1,€2y.., em}>

that produces NER labels ey ... en, for each token x¢...x; of the sentence s;. We
can divide the NER tokens into two sets: Ene and E_ne. Each NER token belongs
into exactly one of those two sets. Eng contains all NER tokens representing some
entity type. E_ng contains all NER tokens that do not represent any entity type. In
the analogy of IOB format, Ene contains I and B tokens, and E_n contains O tokens.
Next, we calculate the named entity density NED for each sentence so ... sn of the
article A. The NED is defined as:

NED(s;) |ENE|)
sl
where [Eng| denotes the number of tokens in the sentence s; which NER algorithm
marked as named entities and [s;| is the number of all tokens xg ... xm forming the
sentence s;. We select the sentence s; with the highest NED score as a summary of
article A.

The intuition of the Named Entity Density is that the sentence with the high NED
score mentions the highest number of entities within the smallest text fragment. Such
a sentence corresponds to the form of a report that is structured around concisely
identifying and examining issues, events, or findings that have happened.

5.3. Seq2Seq

Seq2Seq is a supervised abstractive method that uses a Seq2Seq model with global
attention. Formally, a Seq2Seq neural network models the conditional probability
plylx) of translating a source text x = {xo,x1,X2,...,Xn} into a target text
Yy = {Yo,Y1,Y2,..,YmJ} (Luong et al., 2015). The source text x is an article, y is a
summary, and m < n in our case. The Seq2Seq neural network consists of an en-
coder and a decoder. The encoder creates a fixed-length vector representation r of the
source text x:

r=ENC(x).

The encoder is usually a recurrent neural network with hidden states hE™N¢:
hsEN C — fEN C (h—E,N]C) Xs )’
and the output of the encoder is its last hidden state:

ENC(x) = hENC

14
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The fENC canbe a vanila RNN (Rumelhart et al., 1985), LSTM (Hochreiter and Schmid-
huber, 1997), or GRU (Cho et al., 2014) unit.
The decoder takes r as an input and generates a target text, one token at a time:

logp(ylx) = ) _logp(yjly<;, 7).

j=1
We can also represent the probability of generating a target word y; as:
p(yjly<j, ) = softmax(g(h{’*)),

where g is a transformation function that generates vocabulary sized vector. The hJD EC
is the output of recurrent neural network unit:

h}DEC _ fDEC (h}zE]C) Yi—1 )
Function fPE€ can be a vanilla RNN, LSTM, or GRU unit like in the case of the encoder.

We add a global attention mechanism to the Seq2Seq neural network. The attention
allows the network to focus on parts of the source text selectively during the target text
generation. We illustrate the global attention mechanism in Figure 1.

Attention Layer

Concatenation

Figure 1. Seq2Seq with global attention mechanism. The figure is inspired by Luong
etal. (2015).

The idea is to concatenate a source-side context vector c; with the input vector of
the encoder y;_1:
Yi—1 =[5, Y51l
The vector yj_1 is fed into fPEC:
h}DEC _ fDEC(h}zE]C,gj,1 )
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The context vector c; is computed as a weighted average over all vectors of hidden
states of the encoder hENC:

n
_ ) ENC
¢ = 2 aj; -hy )
i=0

where q;, is the i'" element of the weight vector a;. The q; is calculated by the softmax
function comparing each hidden state of the encoder hEN¢ with the current hidden
state of the decoder hi™¢:
exp(score(h?5C, hENC))
aj, = .
Y, exp(score(hPEE MENC))

There are multiple definitions of the score function. We selected the general score
function, defined as:
score(hy, hg) = h{ Why.

5.4. Seq2Seq-NER

Seq2Seq—NER is a supervised abstractive method that uses a Seq2Seq model with
global attention and adds the NER feature encoded as one-hot encoded vector ap-
pended to input embedding vector. Formally, the Seq2Seq neural network models
the conditional probability p(ylxner), where y is a target text y = {yo, Y1,Y2, .-y Ym}
and xner is a source sequence. The source sequence is a concatenation of a vector
representation of the source token x; and one-hot vector representation of entity type
(A

xNER = {[Xo, €0l, [x1, €1], [x2, €3], .. ., [xn, enl}.

The rest of the model works in a similar fashion as a Seq2Seq model, that we de-
scribed in the subsection 5.3. To summarize, the difference between Seq2Seq and
Seq2Seq—NER models is that the latter has access to the named entity labels of the
source words produced by the NER algorithm.

6. Implementation Details

We implemented the baseline methods first and random proposed by Straka et al.
(2018). We replicated results using ROUGERraw-1, ROUGERaw-2, and ROUGERaw-L
metrics, and additionally evaluated ROUGENE metric.

For the proposed supervised methods, we used a modified implementation of a
Seq2Seq model with global attention from the official PyTorch tutorial (Weidman,
2019). The hidden sizes of the encoder and decoder were set to 256. The size of
our vocabulary was 25,000. We used 300-dimensional fastText for embedding words.
We used dropout 0.1 on the outputs of both RNNs. We trained our models until
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the validation loss started increasing, and we selected the weights having the lowest
validation loss for evaluation.

We encountered problems with attention. The implementation in the tutorial used
attention similar to concat global attention. The tutorial suggested to copy hidden state
of the decoder for each hidden state of the encoder, then concatenate the hidden states
with the encoder outputs, and pass them to a linear layer to calculate energy. The rea-
son was to utilize parallel nature of GPU. We used batch size 16. Therefore, the con-
catenated tensor would have 147,890,688 floating numbers in the case of the longest
sentence. To train our model with attention without running out of memory on our
GPU, we had to simplify the way attention was calculated. We used an approach sim-
ilar to general global attention. We used an affine transformation on the hidden state of
the decoder to transform it into a 64-dimensional vector to calculate energy. We also
affinely transformed the encoder’s hidden states vectors of the same dimension by a
linear layer. The transformed decoder hidden state was then used as a multiplier and
broadcast over all encoder hidden states, making the calculation of energy much more
memory efficient because the hidden state of the decoder did not have to be copied.

A limited vocabulary of the model led to many unknown words in the titles, and
the model that used word tokenization learned to predict them. We had to forbid the
model from predicting unknown tokens during evaluation to get meaningful titles.

For the Seq2Seq—NER model, we encoded the entities using the IOB2 format. The
format has one common outside tag, and beginning and inside tags for each entity type.
We encoded NER features into a one-hot vector for each word. The vector has 17 di-
mensions. Fourteen dimensions are reserved for the beginning and inside tags for
each of the seven entity types our NER distinguishes. One dimension represents the
outside of the entity tag. One represents padding, and one represents both the start
and end of sequence symbols. We concatenated the NER feature vector with the em-
bedding vector entering the encoder of the Seq2Seq.

7. Results of Automatic Evaluation and Discussion

We show the results of the evaluation in Table 6. First, we replicated the results of
First and Random baselines reported in Straka et al. (2018). Our results were on par
with the reported Precision, Recall, and F-Score of Roguegraw-1, Rogueraw-2,
Rogueraw-L. We additionally evaluated our proposed metric Rogueng for compari-
son with other methods.

Next, we evaluated the proposed extractive method Named Entity Density (NE Den-
sity). Results of Named Entity Density compared to the First, a solid summarization
baseline, especially in the news articles domain, are encouraging.
Named Entity Density achieves only slightly worse results. Moreover, the achieved
results are consistent between the test and the OOD test set. Additionally, as we will
show in section 8, Named Entity Density produces summaries resembling the style of
informationally concise reports.
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We evaluated the Seq2Seq and Seq2Seq—NER on the Test set to compare those meth-
ods with the approaches proposed by Straka et al. (2018). We can see that our pro-
posed Seq2Seq and Seq2Seqg—-NER methods achieve better results on average by 80%
relatively in Precision and F-score compared to the best methods proposed by Straka
etal. (2018). Only Textrank and First achieve better results in Recall. The Seq2Seq—-NER
achieved slightly better results than Seq2Seq, which proves NER labels’ usefulness for
summarization. Although, it seems from the results of Rogueng that the better score
is not caused by the improved performance of using entities in the summaries.

We evaluated the Seq2Seq and Seq2Seq—NER on the OOD test set to learn how mod-
els cope with news articles from a domain never seen during training. The results
are encouraging. Even though they show a drop in absolute values of metrics be-
tween Test and OOD test sets, the trend is the same. Seq25eq and Seq2Seq—NER meth-
ods achieve the best results of all compared methods in Precision and F-score, and
Seq2S5eq—NER has slightly better results than Seq2Seq.

Finally, we take a look at the results in Rogueng. We do not have results for Textrank
and Tensor2Tensor because they were not reported in the work of Straka et al. (2018)
and we did not implement the methods ourselves. However, it is clear from the rest
of the results that even the recent state-of-the-art methods are struggling with the
named entities in the summarization.

Dataset Method Roguegaw-1 Roguegr,w-2 Roguegaw-L Roguene
P R F r R F P R F P R F
First 7.8 14.6 94 11 23 15 6.7 126 81 24 27 24
Random 6.2 11.0 73 05 09 06 54 95 63 18 21 18
Textrank 6.0 16.5 83 08 06 07 50 13.8 69 - - -
Test Tensor2Tensor 8.8 7.0 75 08 06 07 8.1 6.5 7.0 - - -
NE Density 6.6 10.7 73 08 14 09 59 94 64 15 22 16
Seq2Seq 16.1 141 146 25 21 22 146 128 132 53 6.5 5.6
Seq2Seq-NER 162 141 147 25 21 22 147 128 133 47 60 5.0
First 70 147 87 14 29 17 61 128 76 14 17 14
Random 55 10.9 66 07 14 08 48 95 58 09 13 1.0
Textrank 58 169 81 11 34 15 50 145 69 - - -
00D Tensor2Tensor 6.3 5.1 55 05 04 04 59 48 48 - - -
NE Density 6.3 114 71 13 23 14 57 102 63 10 19 1.1
Seq2Seq 131 11.8 120 20 17 1.8 121 11.0 112 10 1.0 1.0

Seq2Seq-NER 13.7 119 124 20 17 18 126 111 114 09 09 09

Table 6. Results of automatic evaluation
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8. Examples

We choose a few representative examples from the test and OOD test sets to show
how different methods summarize. We also provide English translation for conve-
nience. Only very simple automatic post-processing was done on the output of the
proposed Seq2Seq and Seq2Seq—NER models. We filtered the start of the sentence and
end of the sentence symbols, removed spaces before punctuation, stripped the text of
any starting or ending space, and capitalized the first letter.

First, we present examples of summarization created by Named Entity Density in
Table 7. We do not divide the examples into test and OOD test sets because the gen-
erated summaries of both sets achieve comparative quality thanks to the fact that
Named Entity Density is an unsupervised method.

We can see that the selected sentences contain named entities. Those sentences are
comprised of factual information. The sentences are always grammatically correct
thanks to the fact that Named Entity Density is an extractive approach. Even though
the summaries created by First can contain more entities in general, the summaries
created by Named Entity Density have a higher density of entities. We can see that the
summaries created by Named Entity Density revolve around to whom, when, where, and
what happened. It closely resembles the style of reports that concisely identify and
examine issues, events, or findings that have happened.

Notice also that the sentences selected by Named Entity Density are not the first
sentences of the articles. We measured that the sentence selected as a summary by
Named Entity Density differs from the sentence selected by First in 93% of SumeCzech’s
articles. Thus, we can use the summaries created by Named Entity Density as an al-
ternative version or reformulation of summaries created by method selecting the First
sentence of an article. This property is highly praised by voice applications like Alquist
(Pichl et al., 2020) or Emora (Finch et al., 2020). Voice applications present news arti-
cles in a summary because users quickly lose focus as news articles are not intended
to be read by synthetic voices. Initially, the voice application can present the first sen-
tence of the article. Additionally, if the user requests to learn more, it can present the
summary produced by Named Entity Density.

We show the results of Seq25eq and Seq2Seq—NER models for test and OOD test
sets separately in Table 8 and Table 9. Both models generate novel sentences and
incorporate entities into the generated summarizations successfully. We can see that
despite the promising results of the automatic evaluation, a part of the outputs are
not grammatically correct and contain repeated words.

9. Conclusion
This work explored the summarization of Czech news articles and influence of
named entity labels for this task. We selected the SumeCzech dataset for our experi-

ments. SumeCzech is over one million articles large dataset collected by Straka et al.
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Method | Headline

Gold Maloobchod v srpnu vyrazné rostl
Retail trade grew significantly in August

First Po ocisténi o sezénni a kalendaini vlivy rostl maloobchod meziro¢né o 4,2 procenta.
After adjusting for seasonal and calendar effects, retail trade grew by 4.2 percent year on year.

NED Podle Eurostatu vzrostly meziroéné kalendainé ocisténé maloobchodni trzby v celé Evrop-
ské unii o 2,2 procenta.
According to Eurostat, calendar-adjusted retail sales rose by 2.2 percent year on year across the Eu-
ropean Union.

Gold Snoubenci zestérli, pfibyva levnéjsich obfadii bez svatebcanti
The couple is getting old, there are more and more cheaper ceremonies without wedding guests

First Stoupa pocet statkil bez svatebcant, ve vSedni den, jen za pFitomnosti svédku.
The number of marriages without wedding guests is increasing, on weekdays, only in the presence of
witnesses.

NED Centrum metropole bude stéle patfit k nejzadanéjsim mistim pro oddavani, potvrdila
Pravu mluvéi Prahy 1 Veronika Blazkova.
The center of the metropolis will still be one of the most sought-after places for wedding, ”Veronika
Blazkovd, spokeswoman for Prague 1, confirmed to Privo.

Gold Vranovskou pfehradu znovu znecistila ropa, unikala ze sudti na dné
The Vranov dam was again polluted by oil, escaping from barrels at the bottom

First Likvidace probiha za odborné spoluprace pracovnikii povodi Moravy a odboru Zivotniho
prostfedi.
The liquidation takes place with the professional cooperation of the employees of the Moravia River
Basin and the Department of the Environment.

NED Starosta Vranova nad Dyji se o ropé dozvédél z tisku, coz jej rozlitilo.
The mayor of Vranov nad Dyji learned about the oil from the press, which angered him.

Gold Z Fondové bude Reaganova Zena, doplni ji Oprah a Posledni skotsky krél
The Fond will be Reagan’s wife, complemented by Oprah and the Last King of Scotland

First Ve snimku s nazvem The Butler (Majordomus) o spravci v Bilém domé pracujicim pro néko-
lik americkych prezidentti by se v hlavni roli mohl podle ¢asopsisu (the word casopsisu is
misspelled in the dataset) Variety objevit americky herec Forest Whitaker.
According to Variety magazine, American actor Forest Whitaker could star in the film The Butler
about a White House caretaker working for several US presidents.

NED Amerického prezidenta Richarda Nixona si zfejmé zahraje John Cusak.
US President Richard Nixon is likely to be played by John Cusack.

Gold Zlatého lednidcka na festivalu Findle Plzen ziskal snimek Jako nikdy
Movie Jako nikdy won Golden Kingfisher at the Finale Pilsen festival

First Letosni ro¢nik festivalu Findle byl vyjimeény tim, Ze poprvé soutézily kromé ceskych také
slovenské snimky.
This year’s Finale festival was exceptional in that, for the first time, in addition to Czech, Slovak films
also competed

NED Leto3ni ro¢nik festivalu Findle Plzeti navstivilo od 27. dubna do 3. kvétna 10 853 divakii.

This year’s Finale Plzeri festival was visited by 10,853 spectators from April 27 to May 3.

Table 7. Examples of summarizations created by Named Entity Density
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Method Headline

Gold Nejznaméjsi Albanec mtiZe o stavbé mesity pfemyslet ve vézeni
The most famous Albanian can think about building a mosque in prison
Soud potrestal za tinos s lidmi

The court punished for kidnapping with people

Soud potvrdil tresty za pasovani drog

The court upheld the penalties for drug smuggling

Seq2Seq

Seq2Seq-NER

Kriminalisté dopadli nésilnika, ktery v lednu zneuzil $kolaky z Orlové

Gold Criminal investigators caught a rapist who abused schoolchildren from Orlovd in
January
Policie hleda muZe, ktery v Ostravé znasilnil déti

Seq2Seq

Police are looking for a man who raped children in Ostrava
Policie hledd muze, ktery se v Ostravé, ktery se na néj
Police are looking for a man in Ostrava who at him

Seq2Seq-NER

Do Valtického Podzem{ za divadlem misto vina

To the Valtice Underground for the theater instead of wine

Divadlo se v Brné otevie v Brné

The theater in Brno will open in Brno

V Brné otevieli novou sezonu, divadlo se otevie navstévnikiim
They have opened a new season in Brno, the theater will be open to visitors

Gold

Seq2Seq

Seq2Seq-NER

Table 8. Examples of summarizations from the Test set

(2018) from Czech news websites. We annotated SumeCzech by named entities by
the SpaCy’s NER. We published the annotations to promote replication of the results
and to enable further research.

We used the methods introduced by Straka et al. (2018) as a baselines, namely
First, Random, TextRank, clf-rf, and t2t. We selected a task to create a headline out of
the text of the article, which can be considered as a single sentence summary.

We proposed an extractive approach Named Entity Density that selects a sentence
with the highest ratio between the number of entities and length of the sentence as the
summary of the article. The experiments showed that Named Entity Density achieved
nearly as good results as baseline selecting the first sentence of the article, which is
a very hard baseline to beat, especially in the domain of news articles. Nevertheless,
the summaries generated by Named Entity Density demonstrated that the selected sen-
tences reflect the style of reports concisely identifying to whom, when, where, and what
happened. We proposed using a combination of Named Entity Density and First sum-
maries in voice applications. The voice application can initially present the first sen-
tence of the article, and continue by follow-up created by Named Entity Density if a
user requests additional information.

Next, we proposed two abstractive approaches based on the Seq2Seq architecture.
The first approach, Seq2Seq, generates novel summaries using only tokens of the ar-
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Method Headline

Gold Havlova Asanace by sama asanaci potiebovala
Havel’s Asanace itself would need sanitation
Havel se vréatil do divadla

Hawvel returned to the theater

Havel se s s Havlem Na zéabradli. Na hradé
Havel with with Havel at Na zdbradli. On Castle

Hrad Bouzov nadchne cyklisty i zdjemce o muceni a draky

Bouzov Castle will delight cyclists and those interested in torture and dragons
Hrady a zamky na hrad. Kde se mutZzete vidét i na hrad

Castles and chateaux for the castle. Where you can yourself and castle

Na kole na hrad

By bike to the castle

Filmy z Indie opét v Praze

Films from India again in Prague

V Indii se chysta na film o lasce

There are preparations for a movie about love in India
V Indii se vraci do Indie

In India, he returns to India

Seq2Seq

Seq2Seq-NER

Gold

Seq2Seq

SeqSseq-NER

Gold

Seq2Seq

Seq2Seq-NER

Table 9. Examples of summarizations from the OOD test set

ticle’s text. The second approach, Seq2Seq—NER, additionally uses the named entity
labels of each word as its input. Experiments showed that both proposed methods
achieve better results than the methods proposed previously by Straka et al. (2018).
Seq2Seq—NER improved the results over Seq2Seq in automatic evaluation. This result
demonstrated the usefulness of named entity labels for summarization. Furthermore,
the results of the methods showed similar trends even on the out-of-domain test set.

Finally, we proposed a new metric, ROGUEyg, that measures the overlap of named
entities between the true and generated summaries. The results show that the current
state-of-the-art methods struggle with named entities in summarization, and there is
a significant opportunity for further research.
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