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Qualitative: Open source Python tool for Quality Estimation
over multiple Machine Translation outputs

Eleftherios Avramidis, Lukas Poustka, Sven Schmeier

German Research Center for Artificial Intelligence (DFKI Berlin)

Abstract

“Qualitative” is a python toolkit for ranking and selection of sentence-level output by dif-
ferent MT systems using Quality Estimation. The toolkit implements a basic pipeline for anno-
tating the given sentences with black-box features. Consequently, it applies a machine learning
mechanism in order to rank data based on models pre-trained on human preferences. The pre-
processing pipeline includes support for language models, PCFG parsing, language checking
tools and various other pre-processors and feature generators. The code follows the principles
of object-oriented programming to allow modularity and extensibility. The tool can operate
by processing both batch-files and single sentences. An XML-RPC interface is provided for
hooking up with web-services and a graphical animated web-based interface demonstrates its
potential on-line use.

1. Introduction

Having been a topic of research for many years, Machine Translation (MT) has
recently reached a wide range of applications for big audiences. Methods and anal-
yses produced in academic labs have been adopted by the industry and transferred
to products and services with numerous use-cases. This has increased the interest
for the field and generously empowered a broad spectrum of research activities and
further development.

In this long history of conveying MT research into everyday use, the software de-
veloped by the relevant research community has been of high value. Through the
open source implementation of majorly important MT and natural language process-
ing tools (Koehn et al., 2007; Federico et al., 2008), researchers had the opportunity

© 2014 PBML. Distributed under CC BY-NC-ND.  Corresponding author: eleftherios.avramidis@dfki.de
Cite as: Eleftherios Avramidis, Lukas Poustka, Sven Schmeier. Qualitative: Open source Python tool for Quality
Estimation over multiple Machine Translation outputs. The Prague Bulletin of Mathematical Linguistics No.
102, 2014, pp. 5-16. doi: 10.2478/pralin-2014-0009.


http://creativecommons.org/licenses/by-nc-nd/3.0/

PBML 102 OCTOBER 2014

to test and expand proposed methods and easily introduce new ideas. Additionally,
the industry found pretty strong software engineering prototypes that were not too
far from user-oriented programs and many of them were directly plugged into user
interfaces.

Adopting this line of MT-oriented software development, we provide a Free Soft-
ware implementation in the direction of Quality Estimation (QE). This can be directly
used for further research/applications on MT output ranking, system selection, hy-
brid machine translation etc. Moreover, it provides the basics for further community
development on QE, aiming to gather a wide range of contributions.

The following sections contain a comparison of our software with already existing
open source tools (section 2), a description of the basic functionality (section 3), an
explanation of the methods used in the background (section 4), an introductory guide
for further development (section 5) and the plans for further work (section 6).

2. Previous work

The first collaborative work for development on this field was done in the frame of
the WS’03 Summer Workshop at the John Hopkins University on Confidence Estima-
tion of MT (Blatz et al., 2004), but to our knowledge no application or code has been
publically available, as a result of this effort. Additionally, relevant contributions in-
troduced several open-source tools offering MT evaluation (e.g. METEOR (Banerjee
and Lavie, 2005)), Hyerson and Appicter (Berka et al., 2012)), whereas a good amount
of such metrics and scripts were gathered in Asrva (Giménez and Marquez, 2010). All
this work is based on comparing the produced translations with reference transla-
tions, which generally falls out of the scope of QE.

A major contribution directly to the field of QE has been done by the QuEst tool (Spe-
cia et al., 2013), which included an implementation of various features by numerous
contributors. Whereas there is serious overlapping of QuEst with our submission,
there are notable differences. In contrast to the regression-based orientation of QuEst,
our software is aimed to sentence-level ranking and selection of MT-output, by imple-
menting comparative Quality Estimation. Additionally, not the same quality features
have been implemented in both toolkits, whereas Python as a dynamic language al-
lows provides more flexible data structures and architecture. Nevertheless, our soft-
ware includes a QuEst wrapper for conformity with WMT baselines.

3. Basic use

The out-of-the box functionality of the software is based on a use-case, where one
source sentence is translated by several MT systems. The software therefore analyzes
properties of all translations and suggests the proper ranking (ordering), trying to pre-
dict human preference. This can be used for ranking system outputs or combining
several systems on the sentence level.
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3.1. Installation

The toolkit is implemented in Python 2.7 and has been developed and tested for
operation in a Linux operating system. The code has to be downloaded! and the
Python path needs to be set to the /src directory, where all python scripts, mod-
ules and packages reside. Much of the functionality is provided by several publically
available Python extensions, which need to be installed prior to any execution. All ex-
tensions required for the out-of-the-box functionality are provided by the Python pip
package management system, so it is enough to run the respective pip install com-
mands for the packages detailed in INSTALL. txt, These installations can easily take
place on the user’s home folder, without requiring root access (e.g. in experiment
server environments).

The toolkit interacts with several java applications whose ‘jar’ and class files have
to be placed in the directory /1ib. An installation script that automatically down-
loads all required java dependencies is provided. Additionally, one needs to execute
externally the LM server by Nitin Madnani.?

3.2. Resources and Configuration

The quality features for the given sentences are generated within a pipeline of NLP
analysis tools. Many of these tools require specific resources to be acquired prior to
the execution of the program. In particular, for the out-of-the-box installation and
pre-trained models, one needs a language model, a PCFG grammar and a truecaser
model for the source and target languages, which are also provided by an installation
script through our servers.

All file locations and several other parameters (e.g. the translation language di-
rection) can be specified in one or more complementary configuration files. Sample
configuration files are provided in /cfg/autoranking and can be modified accord-
ingly to fit the user’s specific installation. The configuration files may also include
references to many language-specific resources; the program will only use the ones
which are relevant to the chosen languages.

The reason for allowing many configuration files is that one may want to split the
configuration parameters depending on the environment, i.e. some settings may be
generic and applicable to all computational servers, whereas some others may change
from machine to machine.

Ihttp://www.dfki.de/~elav@l/software/qualitative

2http://desilinquist.org At the time that this paper is submitted, the Language Model scores are
provided by using LM server, which wraps around SRILM (Stolcke, 2002) and needs to be compiled and
executed separately. It is in our plans to remove this dependency and include KenLM (Heafield, 2011)
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3.3. Execution

There are several ways the program can be executed. All relevant scripts can be
found in the directory /src/app/autoranking. In particular, the basic functionality
is provided as following:

¢ Command-line interaction (application.py): This script allows the user to in-
teract with the sentence selection on the commandline. A configuration file and
a pre-trained selection model need to be passed as parameters. Then the user
can sequentially type the source sentence and the respective translations one
by one. The purpose of this script is mainly to verify that all installation and
settings are correct.

* Batch decoding (decode_batch.py): This script serves for cases where multiple
sentences with their respective translations need to be analyzed in a row (e.g. for
translating full documents). Apart from the configuration file and the trained
classifier, this script accepts the decoding data in an XML file.

¢ XML-RPC interface (xmlrpcserver.py): This instantiates and XML-RPC await-
ing translation requests for one sentence at a time. The server responds to the
command rank, having as parameters the source and any number of respective
translations. It is useful for binding to web-applications.

In order to assess the installation process we provide pre-trained model for German-
English.

3.4. Demonstration server

As a demonstration for the use of the toolkit in a web service, an additional piece
of software is provided. It is a web-interface? implemented in PHP which allows the
user to enter source text to be translated. Consequently, it communicates with ex-
ternal translation services (e.g. Moses server, Google Translate API, Lucy RBMT),
and fetches the translations. Finally, the produced translations are given to our rank-
ing/selection mechanism and the result is visualised graphically.

The demonstration server is provided as an example. It is not included in the
architecture of the rest of the toolkit and therefore is distributed as a separate package.
Users have to modify the script, in order to parametrise the necessary URL addresses
and configuration.

4. Under the hood

The core of the program is based on comparative Quality Estimation. The given
sentence is first processed within a pipeline of modules. These modules perform text
pre-processing and various NLP analyses to generate features that indicate the quality

3The demo web interface can be accessed at http://www.qt21.eu/demonstrator
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I LM I Icross-meteorl I cross-bleu I Iparse-matchesl Ilang. checker

Figure 1. Sample pipeline of feature generators for one of the most successful feature
sets.

of the translation. The generated features are consequently fed to a machine learning
algorithm, which employs a statistical model for putting the translations in an order
of preference. This statistical model has been previously trained on human-annotated
data.

In principle, there can be various combinations of features and machine learning
algorithms, depending on what performs best given various properties of the qual-
ity estimation task. The optimal combination, which performs similarly to human
decisions, is subject of constant research in the field. The provided vanilla imple-
mentation and pre-trained model follow one of the most successful experiments on
German-English, which includes the feature set #24 with Logistic Regression as de-
scribed in Avramidis (2013a).

4.1. Generation of features

As explained above, the generation of features is a crucial step for acquiring quality
hints regarding the processed sentence. For this purpose, the toolkit provides a set of
modules, thereof called feature generators. A sample pipeline can be seen in Figure 1.

* Language model (LM): It sends a query to the language model in order to ac-
quire LM probabilities for unigrams, bigrams, trigrams etc., and also detects
and counts words unknown to the language model. It also saves the sentence
position (index) of the unknown words and the n-grams with the lowest and
highest probability. Features also include the average and the standard devia-
tion of the n-grams probabilities and the sentence positions. The queries to the
LM can be sent via XML-RPC to an external LM server, or to call the respective
functions from an imported LM library (e.g. KenLM).

* PCFG parsing: It loads a language-specific PCFG grammar and handles the
parsing of source and target sentences by PCFG parsing. It extracts the overall
log-likelihood, the best parse confidence and the count (k) of k-best parse trees
generated. The best parse is included as string meta-data, so that following fea-

9
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ture generators can re-use it for producing their features. One of them counts
how many times each tree node label appears in the parse and calculate their re-
spective sentences position statistics. Another performs naive source-to-target
tree-label matching, i.e. calculates the ratio of VPs on the source with the re-
spective VPs on the target. The current implementation supports the BERKELEY
Parser (Heafield, 2011) via either as included library or as an external XML-RPC
server. There are pre-trained grammars for English, German, Spanish (Taulé
et al., 2008), French, Russian, Chinese and Arabic freely available.

¢ Cross-target BLEU and METEOR: It encapsulates the calculation of well-known
reference-aware n-gram-based metrics. For the scenario of multiple alternative
translations by different systems, each particular system receives as a feature
its own metric score, as if the other competitive systems were used as refer-
ence translations. For certain scenarios, this may indicate cases when a sys-
tem output is very different than the majority of the other competitive sys-
tem outputs. Here, smoothed sentence level BLEU (Papineni et al., 2002) and
all METEOR components (precision, recall, fragmentation penalty and overall
weighed score) (Lavie and Agarwal, 2007) are supported.

¢ Language correction: This investigates the usability of language-correction soft-
ware. Such software is based on hand-written rules which detect grammati-
cal, syntactic and other expresional inconsistencies on monolingual text usually
while being written in word processors; the errors are automatically flagged
and suggestions are given to authors. We use the count of each error type in
every sentence as a separate feature, a tactic that unfortunately produces rather
sparse features. A feature generator wraps around the open source Language
Tool library (Naber, 2003; Mitkowski, 2012), whereas remote querying towards
the optional proprietary software Acrolinx IQ (Siegel, 2011) is also supported
via the SUDS protocol.

¢ IBM1 probabilities: This feature generator supports reading an IBM-1 model
and includes the produced sentence probability as an additional feature.

¢ Length features include simple counting of the number of tokens, characters
and the average number of characters per word for each sentence.

* Ratios and differences: A last step calculates differences and ratios between
every source and its respective translation feature, if available. Defining explicit
features for known relations between features may be useful for some ML algo-
rithms.

The code includes the default normalisation, tokenisation and truecasing scripts of
Moses (Koehn et al., 2007). Additional tokenisation and other pre-processing actions,
when needed, are done via NLTK (Loper and Bird, 2002). Also, some functions from
automatic error extraction of HyjersoN (Popovi¢, 2011) are included.

10
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4.2. Machine Learning

The ranking algorithm is based on binary classifier decisions, which are recom-
bined up into a full ranking (Usunier et al., 2009; Avramidis, 2012). The decision is
every time taken on a sentence level, given the numeric features generated for this
particular sentence and translation. The final algorithm has no access or use for the
given/translated text. Although the pre-trained models use logistic regression (Hos-
mer, 1989) as a pairwise classifier, the interface allows many other learning methods
to be employed and stored, such as SVM (Joachims, 2006), Naive Bayes, k-Nearest
neighbours (Coomans and Massart, 1982) and Decision Trees (Quinlan, 1986).

4.3. Training

Training of new models takes places in two stages, annotation and learning. First,
the training data need to be processed by the feature generators pipeline using the
batch annotation script? and a given configuration script. Implementing the interface
provided by the Rurrus library (Goodstadt, 2010) allows for parallelisation of inter-
mediate steps into a number of CPU cores, whereas it keeps track of finished and
unfinished steps so that they can be resumed if something crashes. Heavy and slow
tasks, such as parsing, are also parallelised after being split into multiple parts.

On the second phase, the learning script? trains and evaluates the machine learn-
ing algorithms given the features generated previously at the annotation phase. Both
learning algorithms and feature sets can be defined in a configuration file. The learn-
ing pipeline is organised through a modified version of the PyTHoN EXPERIMENT SUITE
(Ruckstiefs and Schmidhuber, 2011), so intermediate steps are saved on the disk for
resuming or further use, as for example the pickled classifier models.

Machine learning algorithms are primarily provided by Orance (Dems3ar et al.,
2004) and optionally by Scixir-LEarN (Pedregosa et al., 2011). The entire set of RANkE-
vaL scripts (Avramidis, 2013b) are included as part of the software. Many of the eval-
uation functions and calculations are based on NumPy and SciPy (Oliphant, 2007).

5. Development

The architecture of the program has been designed to allow for further develop-
ment. The code is open and collaborative efforts are centralised within a Git reposi-
tory.2. The development has been divided in several python packages. Each package
serves a different function, so that the code can be modural and re-usable.

4/src/app/autoranking/annotate_batch.py
5/src/app/autoranking/suite.py

6Please check http://www.dfki.de/~elav@l/software/qualitative for details on how to clone the
repository and commit

11
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The code has been documented based on inline comments following the EpyDoc
standard, and therefore an automatically generated API documentation is provided
for the vast majority of functions and classes. The more important classes and func-
tions are detailed in the following sections.

5.1. Understanding the data structures

The data structures used in all parts of the software are contained in the sentence

package. The basic structures are:

e The SimpleSentence is the basic data structure. It is a class which wraps the
original sentence text as a string. Additionally, it contains a dictionary of “at-
tributes”. These can be features and meta-data provided by the original data;
they are further augmented by the annotation process (see feature generators)
and they are the ones who are important for the machine learning algorithms,
which also put their results as attributes.

* The ParallelSentence is a class that represents the basic unit of a parallel cor-
pus. It contains one source sentence, a list of target sentences and optionally a
reference, All encapsulated sentences are an instance of SimpleSentence. The
ParallelSentence also includes its own attribute dictionary, with the sentence
id, the source and target language asclasses the most common attributes.

e The DataSet is an iterable class which stands one level above, as it encapsulates
a list of parallel sentences and several convenience functions.

Any development effort should use the data structures, which allow for optimal flow
of data between the various modules. In this python package, one can find more
classes which extend the basic data structures. These extensions have been developed
to support breaking the parallel sentences into a set of pairwise sentence comparisons.

5.2. Reading and writing files

In order to facilitate processing data for sentence-level ranking, external data pro-
cessing is based on a XML format called “JCML" for Judged Corpus Markup Language.
In contrast to line-separated simple-text formats used for regression-based QE, this
format allows for a variable number of target sentences per source?, whereas all fea-
tures are aggregated in the same file. In the package support.jcml we provide sev-
eral utility scripts (e.g. for joining and splitting) and also a utility for converting from
multiple plain text files to JCML.

Reading and writing external data is taken care through the classes in the pack-
age dataprocessor. The modules contained in the package allow for reading and
writing using several alternative python libraries, e.g. minidom (batch all-in-memory),

7The ranking-based human evaluation tasks of WMT provides 2-12 system outputs per source sentence.
For this reason JCML was used for the QE ranking task at WMT13

12
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SAX and CElementTree (incremental disk writing /reading). The most commonly-used
readeris from ce. cejcml, whereas the most common writer is IncrementalJcml from
sax.saxps2jcml.

5.3. Adding new features

The classes responsible for generating features reside in the featuregenerator
package. One can add features by developing a new feature generator. The required
steps are:

e create a new module with a new class that extends FeatureGenerator (from
featuregenerator). The initialisation function should load necessary resources
as named arguments. If more modules are required, place them in a new pack-
age.

* override the unimplemented function get_features_tgt, perform the required
analysis of each target sentence and return a dictionary containing the resulting
feature names and values. This function will be automatically repeated for all
target sentences and can also process the source sentence.

* optionally override the unimplemented function get_features_src if you want
to provide features that refer only to the source sentence. Similarly prefixed
functions can be overridden for attaching features as attributes to other parts of
the parallel sentence.

¢ optionally override the functions add_features_tgt and similarly prefixed func-
tion if you also want to modify the string of the processed sentences (e.g. for
pre-processing, tokenisation etc.).

e add the new feature generator in the annotation process of the relevant appli-
cation. An initialised instance of the class should be added in a list with all
other feature generators that are executed. The order of the feature generators
in the list matters, particularly when some generators require pre-processing or
meta-data from previously executed generators. If possible, parameters should
be loaded from a configuration file.

It is also possible to encapsulate tools and libraries written in Java through the Py4]
library, following the example of the BerkeleyParserSocket class.

5.4. New QE applications and machine learning algorithms

The provided code includes implementation for the ranking mechanism by using
pairwise classifiers. Since there is infrastructure for feature generation and machine
learning, other experiments and applications can be easily developed. Additional QE
applications can be added as separate packages in apps by following the example
of the autoranking package. These are mainly executable scripts for annotation and
training (see section 4.3), or other functions (test module, commandline app or XML-
RPC server).

13
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As mentioned, this package already provides support for several functions of Or-
ANGE and Scikir-LearN. Further machine learning algorithms can be included in
ml.lib by implementing the abstract functions of the classes in the package ml.

6. Further work

Whereas the provided code contains a fully functional implementation and a mod-
ular architecture, several parts are subject of further improvement. We are currently
working on improving the architecture, e.g. to provide abstract classes for machine
learning methods or better templates for new “apps”. Additionally, a constant goal
are more feature implementations, to cover at least the so-called baseline features.
Readers of this paper are advised to check the latest version of documentation and
architecture in the official web-page.
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Abstract

Hierarchical phrase-based machine translation systems rely on the synchronous context
free grammar formalism to learn and use translation rules containing gaps. The grammars
learned by such systems become unmanageably large even for medium sized parallel corpora.
The traditional approach of preprocessing the training data and loading all possible translation
rules into memory does not scale well for hierarchical phrase-based systems. Online grammar
extractors address this problem by constructing memory efficient data structures on top of the
source side of the parallel data (often based on suffix arrays), which are used to efficiently match
phrases in the corpus and to extract translation rules on the fly during decoding. This paper
describes an open source implementation of an online synchronous context free grammar ex-
tractor. Our approach builds on the work of Lopez (2008a) and introduces a new technique for
extending the lists of phrase matches for phrases containing gaps that reduces the extraction
time by a factor of 4. Our extractor is available as part of the cdec toolkit! (Dyer et al., 2010).

1. Introduction

Grammar extraction is the part of a machine translation pipeline responsible for
finding the set of applicable translation rules in a word-aligned parallel corpus. Every
time a machine translation system receives a sentence as input, the extractor is queried
for the set of translation rules that match subphrases of the given sentence. The overall
translation time depends on the extractor’s ability to efficiently identify these rules.
This paper introduces a fast and simple grammar extractor for hierarchical phrase
based translation systems.

10ur code is available here: https://aithub.com/redpony/cdec/tree/master/extractor.
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The traditional approach to grammar extraction is achieved with the help of phrase
tables, dictionary-like data structures that map all the source phrases in the training
corpus to their target side candidates. Phrase tables are generated in a preprocessing
step, by iterating over each sentence in the word-aligned parallel corpus and extract-
ing all phrase pairs up to a fixed width, such that a translation rule contains a word
only if it also contains all the words aligned to it (Och and Ney, 2004). Phrase tables
have been designed with phrase-based systems in mind (Koehn et al., 2003; Och and
Ney, 2004), where the number of extractable phrase pairs is linear in the phrase width
parameter. Even so, loading all the translation rules into memory can be problematic
for large corpora or in memory constrained environments (mobile devices, commod-
ity machines, etc.).

Hierarchical phrase-based translation systems (Chiang, 2007) learn and use trans-
lation rules containing gaps. For such systems, the number of extractable translation
rules is exponential in the phrase width parameter. As a result, the grammars learned
by hierarchical phrase-based systems are too large to fit in memory for almost all rel-
evant setups. A naive solution is to filter the phrase tables and remove all translation
rules that are not applicable for a given test set, but this approach does not scale to
unseen sentences which are to be expected by any machine translation application.

Several memory efficient alternatives to phrase tables have been proposed. Zens
and Ney (2007) store phrase tables on disk organized in a prefix tree data structure for
efficient read access. Callison-Burch et al. (2005) and Zhang and Vogel (2005) intro-
duce a phrase extraction technique based on suffix arrays which extracts translation
rules on the fly during decoding. Lopez (2007) shows how online extractors based
on suffix arrays can be extended to handle phrases with gaps. These two approaches
have comparable lookup times despite the fact that the former has a better asymptotic
complexity (constant vs. logarithmic) because slower disk reads are involved. In most
scenarios, the suffix array approach is preferred (e.g. Schwartz and Callison-Burch
(2010)) because it yields several benefits. The phrase width limitation for translation
rules is no longer required as it has no effect on the memory footprint of the precom-
puted data structures. Also, less time is spent when tuning translation models, as
the precomputed data structures need not be constructed again when new scoring
features are added.

The remainder of this paper describes our suffix array based grammar extractor
for hierarchical phrase-based systems. Section 2 reviews how suffix arrays are used
for contiguous phrase extraction (Lopez, 2008a). Section 3 introduces our new tech-
nique for extracting phrases with gaps. Section 4 briefly covers the intended usage for
our tool and discusses other implementation specific details which might make our
tool appealing to the research community. Section 5 concludes the paper with a set
of experiments demonstrating the benefits of the novel technique introduced in this
paper and other speed gains obtained as a result of careful implementation.
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2. Grammar extraction for contiguous phrases

A suffix array (Manber and Myers, 1990) is a memory efficient data structure which
can be used to efficiently locate all the occurrences of a pattern, given as part of a
query, in some larger string (referred to as text in the string matching literature, e.g.
Gusfield (1997)). A sulffix array is simply the list of suffixes in the text string sorted
in lexicographical order. A suffix is encoded by its starting position and the overall
size of the suffix array is linear in the size of text string. A crucial property of suffix
arrays is that all suffixes starting with a given prefix form a compact interval within
the suffix array.

Suffix arrays are well suited to solve the central problem of contiguous phrase ex-
traction: efficiently matching phrases against the source side of the parallel corpus.
Once all the occurrences of a certain phrase are found, candidate translation rules are
extracted from a subsample of phrase matches. The rule extraction algorithm (Och
and Ney, 2004) is linear in the size of the phrase pattern and adds little overhead to
the phrase matching step.

Before a suffix array can be applied to the phrase matching problem, the source
side of the parallel corpus is preprocessed as follows: first, words are replaced with
numerical ids and then all sentences are concatenated together into a single array. The
suffix array is constructed from this array. In our implementation, we use a memory
efficient suffix array construction algorithm proposed by Larsson and Sadakane (2007)
having O(N log N) time complexity. The memory requirements of the suffix array are
linear in the size of the training data.

The algorithm for finding the occurrences of a phrase in the parallel corpus uses
binary search to locate the interval of suffixes starting with that phrase pattern in the
suffix array. Let wi, w3, ..., Wk be the phrase pattern. Since a suffix array is a sorted
list of suffixes, we can binary search the interval of suffixes starting with wj. This
contiguous subset of suffix indices continues to be lexicographically sorted and bi-
nary search may be used again to find the subinterval of suffixes starting with wy, w;.
However, all suffixes in this interval are known to start with wq, so it is sufficient to
base all comparisons on only the second word in the suffix. The algorithm is repeated
until the whole pattern is matched successfully or until the suffix interval becomes
empty, implying that the phrase does not exist in the training data. The complexity

of the phrase matching algorithm is O(Klog N). We note that wy,...,wk_; is a sub-
phrase of the input sentence as well and the extractor applies the phrase matching
algorithm for wy,...,wx_; as part of a separate query. Matching wq,...,wx_1 exe-
cutes the first K—1 steps of the phrase matching algorithm for wy, ..., wg. Therefore,
the complexity of the matching algorithm can be reduced to O(log N) per phrase, by
caching the suffix array interval found when searching for wy,...,wk_1 and only
executing the last step of the algorithm for wy, ..., wk.

Let M be the length of a sentence received as input by the decoder. If the decoder
explores the complete set of contiguous subphrases of the input sentence, the suffix
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array is queried O(M?) times. We make two trivial observations to further optimize
the extractor by avoiding redundant queries. These optimizations do not lead to major
speed-ups for contiguous phrase extraction, but are important for laying the founda-
tions of the extraction algorithm for phrases containing gaps. First, we note that if
a certain subphrase of the input sentence does not occur in the training corpus, any
phrase spanning this subphrase will not occur in the corpus as well. Second, phrases
may occur more than once in a test sentence, but all such repeating occurrences share
the same matches in the training corpus. We add a caching layer on top of the suffix
array to store the set of phrase matches for each queried phrase. Before applying the
pattern matching algorithm for a phrase wy, ..., wg, we verify if the cache does not al-
ready contain the result for wy, ..., wx and check if the search for wy,...,wx_1 and
Wwy,...,wg returned any results. The caching layer is implemented as a prefix tree
with suffix links and constructed in a breadth first manner so that shorter phrases are
processed before longer ones (Lopez, 2008a).

3. Grammar extraction for phrases with gaps

Synchronous context free grammars are the underlying formalism which enable
hierarchical translation systems to use translation rules containing gaps. For a de-
tailed introduction to synchronous context free grammars in machine translation see
Lopez (2008b). In this section, we present an algorithm for extracting synchronous
context free rules from a parallel corpus, which requires us to adapt the phrase ex-
traction algorithm from Section 2 to work for discontiguous phrases.

Let us make some notations to ease the exposition of our phrase extraction algo-
rithm. Let a, b and ¢ be words in the source language, X a non-terminal used to denote
the gaps in translation rules and « and 3 source phrases containing zero or more oc-
currences of X. Let M be the set of matches of the phrase « in the source side of the
training corpus, where a phrase match is defined by a sequence of indices marking
the positions where the contiguous subphrases of « are found in the training data.
Our goal is to find M for every phrase «. Section 2 shows how to achieve this if X
does not occur in «.

Let us consider the case when « contains at least one non-terminal. If x = Xf3
or @ = X, then My = Mg, because the phrase matches are defined only in terms
of the indices where the contiguous subpatterns match the training data. The words
spanned by the leading or trailing non-terminal are not relevant because they do not
appear in the translation rule. Since |B| < ||, My is already available in the cache as
a consequence of the breadth first search approach we use to compute the sets M.

The remaining case is « = afc, where both Mg and Mg, have been computed
at a previous step. We take into consideration two cases depending on whether the
next-to-last symbol of « is a terminal or not (i.e. « = afbc or x = aBXc, respec-
tively). In the former case, we calculate M by iterating over all the phrase matches
in Mgpb and selecting those matches that are followed by the word c. In the sec-
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ond case, we take note of the experimental results of Lopez (2008a) who shows that
translation rules that span more than 15 words have no effect on the overall quality
of translation. In our implementation, we introduce a parameter max_rule_span for
setting the maximum span of a translation rule. For each phrase match in Mqgx, we
check if any of the following max_rule_span words is ¢ (subject to sentence boundaries
and taking into account the current span of af3X) and insert any new phrase matches
in M accordingly. Note that M can also be computed by considering two cases
based on the second symbol in « (i.e. « = abfc or « = aXfc) and by searching the
word a at the beginning of the phrase matches in Myg. or Mxg.. In our implemen-
tation, we consider both options and apply the one that is likely to lead to a smaller
number of comparisons. The complexity of the algorithm for computing My—qp. is
O(min(|Magl, Mgcl)):

Lopez (2007) presents a similar grammar extraction algorithm for discontiguous
phrases, but the complexity for computing M is O(IMqgl + IMgcl). Lopez (2007)
introduces a separate optimization based on double binary search (Baeza-Yates, 2004)
of time complexity O(min(|Mqgl, IMpcl) logmax(|Mqgl,IMgcl)), designed to speed
up the extraction algorithm when one of the lists is much shorter than the other. Our
approach is asymptotically faster than both algorithms. In addition to this, we do not
require the lists M to be sorted, allowing for a much simpler implementation. (Lopez
(2007) needs van Emde Boas trees and an inverted index to efficiently sort these lists.)

The extraction algorithm can be optimized by precomputing an index for the most
frequent discontiguous phrases (Lopez, 2007). To construct the index, we first need to
identify the set of the most frequent K contiguous phrases in the training data, where
K is an argument for our extraction tool. We use the LCP array (Manber and Myers,
1990), an auxiliary data structure constructed in linear time from a suffix array (Kasai
et al., 2001), to find all the contiguous phrases in the training data that occur above a
certain frequency threshold. We add these phrases to a max-heap together with their
frequencies and extract the most frequent K contiguous patterns. We iterate over the
source side of the training data and populate the index with all the discontiguous
phrases of the form uXv and uXvXw, where u, v and w are amongst the most frequent
K contiguous phrases in the training data.

4. Usage and implementation details

Our grammar extractor is designed as a standalone tool which takes as input a
word-aligned parallel corpus and a test set and produces as output the set of transla-
tion rules applicable to each sentence in the test set. The extractor produces the output
in the format expected by the cdec decoder, but the implementation is self-contained
and easily extendable to other hierarchical phrase-based translation systems.

Our tool performs grammar extraction in two steps. The preprocessing step takes
as input the parallel corpus and the file containing the word alignments and writes to
disk binary representations of the data structures needed in the extraction step: the
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symbol table, the source suffix array, the target data array, the word alignment, the
precomputed index of frequent discontiguous phrases and a translation table storing
estimates for the conditional word probabilities p(s|t) and p(t|s), for every source
word s and target word t collocated in the same sentence pair in the training data.
The translation probabilities are required for the scoring features in the extraction
step. The output of the preprocessing step is written to disk in a directory specified
by the user. A configuration file is also produced to reduce the number of parameters
the user has to provide to the extraction step. The preprocessed data structures can
be reused when extracting grammars for different test sets. The extraction step takes
as input the precomputed data structures and a test corpus and produces a set of
grammar files containing the applicable translation rules for each sentence in the test
set. Note that our extraction tool expects the entire test corpus as input only to match
the intended overall usage of the cdec pipeline and that the tool itself at no point takes
advantage of the fact that the whole test corpus is known in advance.

Our extractor is written in C++. Compiling the code yields two binaries, sacompile
and extract, corresponding to the two steps described above. sacompile takes the
following parameters:

¢ --help: Prints a list of available options.

* --source: The path to the file containing the source side of the parallel corpus,
one sentence per line.

e --target: The path to the file containing the target side of the parallel corpus,
one sentence per line.

* --bitext: The path to the parallel corpus, one pair of sentences per line. The
expected format is source_sentence ||| target_sentence. This parameter
needs to be set only if - -source and - -target are not provided.

e --alignment: The path to the word alignment file. The expected format is the

same as the one used by tools like cdec or Moses 2.

- -output: The directory where the binary representations are written.

- -config: The path where the config file will be created.

- -max_rule_span: The maximum number of words spanned by a rule.

--max_symbols: The maximum number of symbols (words and non-terminals

symbols) in the source side of a rule.

--min_gap_size: The minimum number of words spanned by a non-terminal.

¢ --frequent: The number of frequent contiguous phrases to be extracted for the
construction of the precomputed index.

e --super_frequent: The number of super frequent contiguous phrases to be
used in the construction of the precomputed index (a subset of the contiguous
phrases extracted with the --frequent parameter). Discontiguous phrases of
the form uXvXw are added to the index only if either both u and v or v and w
are super-frequent.

2More details here: http://www.cdec-decoder.org/quide/fast align.html
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* --min_frequency: The minimum number of times a phrase must occur in the
corpus to be considered a candidate for the set of most frequent phrases.

* --max_phrase_len: The maximum number of words spanned by a frequent con-
tiguous phrase.

The extract binary takes the following parameters:

* --help: Prints a list of available options.

¢ --config: The path to the configuration file produced by the preprocessing step.

e --grammars: The directory where the files containing the translation rules for
each sentence are written.

* --threads: The number of threads used for parallel extraction.

--max_rule_span: The maximum number of words spanned by a rule.

--max_rule_symbols: The maximum number of symbols (words and non-termi-

nal symbols) in the source side of a rule.

* --min_gap_size: The minimum number of words spanned by a non-terminal.

e --max_nonterminals: The maximum number of non-terminals in a rule.

* --max_samples: A threshold on the number of phrase matches used to extract

translation rules for each phrase.

* --tight phrases: Use tight constraints for extracting rules (Chiang, 2007).

e --leave_one_out: If the training set is used as a test set, the extractor will ignore

any phrase matches in the test sentence for which the rules are extracted.

The extract binary reads the test corpus from standard input and produces an
summary file at standard output. For both binaries, the only required parameters are
the files and directories required for input and output, while the remaining parame-
ters are initialized with sensible default values.

Our implementation leverages the benefits of a multithreaded environment to speed
up grammar extraction. The test corpus is distributed dynamically across the num-
ber of available threads (specified by the user with the - -threads parameter). All the
data structures computed in the preprocessing step are immutable during extraction
and can be effectively shared across multiple threads at no additional time or mem-
ory cost. In contrast, the existing extractor (implementing Lopez (2008a)’s algorithm)
available in cdec uses a multi-process approach to parallel extraction. This is ill-suited
for memory constrained environments because the preprocessed data structures are
copied across all the processes used for extraction. As a result, the amount of memory
available will restrict the degree of parallelization that the extractor can achieve.

Our code is released together with a suite of unit tests based on the Google Test
and Google Mock frameworks. The unit tests are provided to encourage developers to
add their own features to our grammar extractor without the fear that their changes
might have unexpected consequences.
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Implementation Time (minutes) | Memory (GB)
Original cython extractor 28.518 6.4
C++ reimplementation 2.967 6.4
Current work (C++) 2.903 6.3

Table 1. Results for the preprocessing step.

Implementation Time (minutes) | Memory (GB)
Original cython extractor 309.725 44
C++ reimplementation 381.591 6.4
Current work (C++) 75.496 5.7

Table 2. Results for the phrase extraction step.

5. Experiments

In this section, we present a set of experiments which illustrate the benefits of our
new extractor. We compare our implementation with the one available in cdec which
implements the algorithm proposed by Lopez (2008a). The existing extractor is writ-
ten in cython. In order to make the comparison fair and to prove that the speed ups
we obtain are indeed a result of our new algorithm, we also report results for an im-
plementation of Lopez (2008a)’s algorithm in C++.

For our experiments, we used the French-English data from the europarl-v7 cor-
pus, a set of 2,002,756 pairs of sentences containing a total of 104,722,300 tokens. The
training corpus was tokenized, lowercased and pairs of sentences with unusual length
ratios were filtered out using the corpus preparation scripts available in cdec?. The
corpus was aligned using fast_align (Dyer etal., 2013) and the alignments were sym-
metrized using the grow-diag-final-and heuristic. We extracted translation rules for
the newstest2012 test corpus?. The test corpus consists of 3,003 sentences and was to-
kenized and lowercased using the same scripts as the training corpus.

Table 1 shows results for the preprocessing step of the three implementations. We
note a 10-fold time reduction when reimplementing Lopez (2008a)’s algorithm in C++.
We believe this is a consequence of inefficient programming when the precomputed
index is constructed in the cython code and not a result of using different program-
ming languages. Our new implementation does not significantly outperform an effi-
cient implementation of the preprocessing step of Lopez (2008a)’s extractor because
it computes the same set of data structures.

3We followed the indications provided here: http://www.cdec-decoder.org/quide/tutorial.html.

4The test corpus is available here: http://www.statmt.org/wmt14/translation-task.html.
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Implementation Time (minutes) | Memory (GB)
Original cython extractor 37.950 35.2
C++ reimplementation 51.700 10.1
Current work (C++) 9.627 6.1

Table 3. Results for parallel extraction using 8 processes/threads.

The second set of results (Table 2) show the running times and memory require-
ments of the extraction step. Our C++ reimplementation of Lopez (2008a)’s algorithm
is slightly less efficient than the original cython extractor, supporting the idea that
the two programming languages have roughly similar performance. We note that our
novel extraction algorithm is over 4 times faster than the original approach of Lopez
(2008a). The increased memory usage is not a real concern because it does not exceed
the amount of memory used in the preprocessing step.

Table 3 demonstrates the benefits of parallel phrase extraction. We repeated the
experiments from Table 2 using 8 processes in cython and 8 threads in C++. As ex-
pected, the running times decrease roughly 8 times. The benefits of shared-memory
parallelism are evident, our new implementation is saving 29.1 GB of memory. Our
implementation continues to use less memory than the preprocessing step even when
running in multithreaded mode.

In conclusion, this paper presents an open source implementation of a SCFG ex-
tractor integrated with cdec that is 4 times faster than the existing extractor (Lopez,
2008a) and that is better designed for parallel environments. Compared to traditional
phrase tables, our approach is considerably more memory efficient without involving
any pruning based on the test corpus, therefore scaling to unseen sentences.
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Abstract

We describe a collection of open source tools for learning tree-to-string and tree-to-tree
transducers and the extensions to the cdec decoder that enable translation with these. Our
modular, easy-to-extend tools extract rules from trees or forests aligned to strings and trees
subject to different structural constraints. A fast, multithreaded implementation of the Cohn
and Blunsom (2009) model for extracting compact tree-to-string rules is also included. The
implementation of the tree composition algorithm used by cdec is described, and translation
quality and decoding time results are presented. Our experimental results add to the body of
evidence suggesting that tree transducers are a compelling option for translation, particularly
when decoding speed and translation model size are important.

1. Tree to String Transducers

Tree-to-string transducers that define relations on strings and trees are a popu-
lar formalism for capturing translational equivalence where syntactic tree structures
are available in either the source or target language (Graehl et al., 2008; Galley et al.,
2004; Rounds, 1970; Thatcher, 1970). The tools described in this paper are a restricted
version of top-down tree transducers that support multi-level tree fragments on one
side and strings on the other, with no copying or deletion (Huang et al., 2006; Cohn
and Blunsom, 2009). Such transducers can elegantly capture syntactic regularities in
translation. For example see Fig. 1, which gives the rules necessary to translate be-
tween English (an SVO language with ditransitive verbs) and Welsh (a VSO language
with prepositional datives). In our notation, transducers consist of a set of rules
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s[NP (vP[VBD][NP][NP]) & [2][1][4]i[3] S
(NP (DT a) [NN) NP/\VP
(VBD gave) < rhoddodd |
(NN book)) < lyfr NNP
(NP (PRP me)) « mi \ VBD NP NP
(NP (NNP John)) < Ioan

me a  book

cdec text format of above transducer (with example features):

(S [NP] (VP [vBD] [NP] [NP])) [[| [2] [1] [4] i [3] ||| logP(s|t)=-0.2471

(NP (DT a) [NNI) ||] [11 ||| logP(s|t)=-0.6973 Delete a=1

(VBD gave) ||| rhoddodd ||| logP(s|t)=-2.3613

(NN book) ||| lyfr ||| logP(s|t)=-0.971

(NP (PRP me)) ||| mi ||| logP(s|t)=-1.3688

(NP (NNP John)) ||| Ioan ||| logP(s|t)=0

cdec input text format of above tree:
(S (NP (NNP John)) (VP (VBD gave) (NP (PRP me)) (NP (DT a) (NN book))))

Figure 1. Example single-state transducer that transduces between the SVIO English
tree (upper right of figure) and its VSOP Welsh translation: rhoddodd loan lyfr i mi.

(also called edges) which pair a tree fragment in one language with a string of ter-
minal symbols and variables in a second language. Frontier nonterminal nodes in
the tree fragment are indicated with a box around the nonterminal symbol, and the
corresponding substitution site in the string is indicated by a box around a number
indexing the nonterminal variable in the tree fragment (counting in top-down, left to
right, depth first order). Additionally, tree-to-string transducers can be further gen-
eralized so as to have multiple transducer states, shown in Fig. 2. The transducers in
Fig. 1 can be understood to have a single state. For formal properties of tree-to-string
transducers, we refer the reader to the above citations.

Tree-to-string transducers define a relation on strings and trees and, in translation
applications, are capable of transforming either source trees (generated by a parser)
into target language strings or source strings into target-language parse trees. Run-
ning the transducer in the tree-to-string direction can avail itself of specialized algo-
rithms similar to finite state composition (§4); in the string-to-tree direction, they can
be trivially converted to synchronous context free grammars and transduction can be
carried out with standard CFG parsing algorithms (Galley et al., 2004).
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qo: (S|NP](VP|[VB][NP]) [1]: qo[2]: qo[3]: qace
do : (NP (DT the) [NN )) ¢ der[1]: qo
Qacc : (NP (DT the) ) e den[1]: qo

qo : (NN dog) «» Hund

cdec text format of above transducer (with example features):

[Qel ||| (S [NP] (VP [VB] [NP1)) ||| [Q®,1] [Q0,2] [QACC,3] ||| 1p=-2.9713
[Q@]1 ||| (NP (DT the) [NNI) ||| der [Q®,1] ||| lp=-1.3443

[QACCT ||| (NP (DT the) [NNI) ||| den [QO,1] ||| lp=-2.9402

[Q0] ||| (NN dog) ||| Hund ||| 1p=-0.3171

Figure 2. A tree-to-string transducer with multiple states encoding structural
information for choosing the proper nominal inflection in English-German translation.

2. Heuristic Hypergraph-based Grammar Extraction

In this section we describe a general purpose tree-to-string and tree-to-tree rule
learner. We will consider the tree-to-tree alignment problem in this case (the tree-
to-string case is a straightforward simplification). Instead of extracting rules from
a pair of aligned trees, rules from a pair of aligned hypergraphs (any tree can easily
be transformed into an equivalent hypergraph; an example of such a hypergraph is
shown in Fig. 3). By using hypergraphs, the rule extraction algorithm can use forest
outputs from parsers to capture parse uncertainty; furthermore (as discussed below),
it simplifies the rule extraction algorithm so that extraction events—even of so-called
“composed rules” (Galley et al., 2006)—always apply locally to a single edge rather
than considering larger structures. This yields a simpler implementation.

The rule extraction process finds pairs of aligned nodes in the hypergraphs based
on the terminal symbol alignment. We will call a source node S and a target node
T node-aligned if the following conditions hold. First, S and T must either both be
non-terminals or both be terminals. Aligning a terminal to a non-terminal or vice-
versa is disallowed. Second, there must be at least one alignment link from a terminal
dominated by S to a terminal dominated by T. Third, there must be no alignment
links from terminals dominated by S to terminals outside of T or vice-versa.

We define a “rule” to be pair of hyperedges whose heads are node-aligned and
whose non-terminal children are node-aligned in a one-to-one (bijective) manner. For
example, in the sample tree, we see that the source node PP4 ¢ is node-aligned to
the target node PP5 7 and their children are node-aligned T04 5 to PREPs5 ¢ and NNs ¢
to NP5 7. This edge pair corresponds to the rule [PP::PP] — [T0,1] [NN,2] |||
[PREP,1] [NP,2]. Note in this formalism, no edges headed by terminals, so we will
not extract any rules with terminal “heads”.
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The above formulation allows the extraction of so-called “minimal” rules that do
not contain internal structure, but it does not yet include any mechanism for extract-
ing more complex rules. Rather than adding extra mechanisms to the rule extractor,
we create extra edges in the hypergraph so that “composed” edges are available to
the extractor. To do so, we recursively add edges from non-overlapping sets of de-
scendent nodes. For example, one hyperedge added to the source side of the sample
hypergraph pair is VP3 ¢ — walked T04 5 NN5 ¢. Independently, on the target side
we add an edge VP3 7 — a marché PREPs5 ¢ NP5 7.

Now when we extract rules, we will
find these two edges will give rise to the Sor
rule [VP::VP] — walked [TO,1] [NN,2] 5 i N s
||| a marché [PREP,1] [NP,2],acom- i VRSN
posed rule not extractable by the bald al- f'
gorithm. i

While using composed edges allows Ny
us to extract all permissible rules from i
a pair of aligned trees, to be consis-
tent with previous work, we introduce ey
one more type of hypergraph augmen- ‘ ]‘ i ‘

)

B \
— | N |

hs (
) | )
= | N |

|
I NNys  VBD3s  TOss NNsg  PUNCor
the young boy walked to school; g L

marché a r école

tation. Hanneman et al. (2011) allow for ., ..
adjacent sibling non-terminal nodes to \\\,,,\},4 y \ = |
be merged into one virtual node, which whs //m.g{m:‘_,, \ [ N
may then be node-aligned to opposite \ ( S /
nodes, be they “real” or virtual. To en- \ ' N
able this, we explicitly add virtual nodes \ s /
to our hypergraph and connect them to N =
their children with a hyperedge. Fur- i
thermore, for every hyperedge that con-
tained all of the sibling nodes as non-
terminal tails, we add a duplicate hyper-
edge that uses the new virtual node in-
stead.

For example, in Fig. 3, we have
added a new non-terminal node labeled
VB3s+VBN3 5 to the hypergraph. This
node represents the fusion of the VB3s3 4 and VBN4 5 nodes. We then add a hyperedge
headed by the new VB3s+VBN3 5 with tails to both VB3s3 4 and VBN4 5. Furthermore,
we make a copy of the edge VP3 7 — VB3s3 4 VBN4 5 PP5 7, and replace the VB3s3 4
and VBN4 5 tail nodes with a single tail, VB3s+VBN3 5, to form the new edge VP3 ; —
VB3s+VBN3 5 PP5 7. The addition of this new hyperedge allows the extraction of the
rules [VBD: :VB3s+VBN] — walked ||| a marché and [VP::VP] — [VBD,1] [PP,2]

V B}ws 1 VBNi5 PREPsg DTsz N .i:r PUNCso
| \ | \ ] |
/ | N J |

Figure 3. A pair of aligned hypergraphs.
NPy 3 represents an NP over the span [0, 3).
An example virtual node and its
corresponding virtual edges is shown in
red.
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|| [VB3s+VBN,1] [PP,2], both of which were unextractable without the virtual
node.

With the addition of virtual nodes, our work is directly comparable to Hanneman
et al. (2011), while being more modular, extensible and provably correct. One partic-
ularly interesting extension our hypergraph formulation allows is the use of weighted
parse forests rather than 1-best trees. This helps our rule extractor to overcome parser
errors and allows us to easily handle cases of ambiguity, in which two or more trees
may be equally likely for a given input sentence.

3. Bayesian Synchronous Tree to String Grammar Induction

Although HyperGrex, the tool described in the previous section, is flexible, it relies
on heuristic word alignments that were generated without knowledge of the syntactic
structure or the final translation formalism they will be used in. In this section, we
present our open source implementation of the synchronous tree-to-string grammar
induction algorithm proposed by Cohn and Blunsom (2009).! This model directly
reasons about the most likely tree-to-string grammar that explains the parallel corpus.
Tree-to-tree grammars are not currently supported.

The algorithm relies on a Bayesian model which incorporates a prior preference
for learning small, generalizable STSG rules. The model is designed to jointly learn
translation rules and word alignments. This is important for capturing long distance
reordering phenomena, which might otherwise be poorly modeled if the rules are
inferred using distance penalized alignments (e.g. as in the heuristic proposed by
Galley et al. (2004) or the similar one used by HyperGrex).

The model represents the tree-to-string grammar as a set of distributions {G} over
the productions of each non-terminal c. Each distribution G is assumed to be gener-
ated by a Dirichlet Process with a concentration parameter o and a base distribution
Po(- | ¢), i.e. G¢ ~ DP(a¢,Po(- | ¢)). The concentration parameter o controls the
model’s tendency towards reusing rules or creating new ones according to the base
distribution and has a direct influence on the size of the resulting grammar. The base
distribution is defined to assign probabilities to an infinite set of rules. The proba-
bilities decrease exponentially as the sizes of the rules increase, biasing the model
towards learning smaller rules.

Instead of representing the distributions G, explicitly, we integrate over all the
possible values of G.. We obtain the following formula for estimating the probability
of a rule r with root ¢, given a fixed set of derivations r for the training corpus:

N, + x:Po(r]c)

T|rc o, Po) =
p(‘) Cy O) nc‘i‘(xc

, @

where n, is the number of times r occurs in r and n. is the number of rules with root
cinr.

10ur code is publicly available here: https://qithub.com/pauldb89/worm.
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Cohn and Blunsom (2009) train their model using Gibbs sampling. To simplify
the implementation, an alignment variable is defined for every internal node in the
parsed corpus. An alignment variable specifies the interval of target words which
are spanned by a source node. Alternatively, a node may not be aligned to any target
words or may span a discontiguous group of words, in which case it is annotated
with an empty interval. Non-empty alignment variables mark the substitution sites
for the rules in a derivation of a parse tree. Overall, they are used to specify a set of
sampled derivations r for the entire training data. Alignment spans are constrained
to subsume the spans of their descendants and must be contained within the spans of
their ancestors. In addition to this, sibling spans belonging to the frontier of the same
rule must not overlap.

We implement Gibbs sampling with the help of two operators: expand and swap.
The expand operator works by resampling a randomly selected alignment variable a,
while keeping all the other alignment variables fixed. The set of possible outcomes
consists of the empty interval and all the intervals assignable to a such that the pre-
vious conditions continue to hold. Each outcome is scored proportionally to the new
rules it creates, using Equation 1, conditioned on all the rules in the training data that
remain unaffected by the sampling operation. The swap operator randomly selects
two frontier nodes labelled with non-terminals belonging to the same STSG rule and
chooses to either swap their alignment variables or to leave them unchanged. The
outcomes are weighted similarly to the previous case. The goal of the swap opera-
tor is to improve the sampler’s ability to mix, especially in the context of improving
word reordering, by providing a way to execute several low probability expand steps
at once.

Our implementation of the grammar induction algorithm is written in C++. Com-
piling the code results in several binaries, including sampler, which implements our
Gibbs sampler. Our tool takes as input a file containing the parse trees for the source
side of the parallel corpus, the target side of the parallel corpus, the word alignments
of the training data, and two translation tables giving p(s | t) and p(t | s) respectively.
The word alignments are needed only to initialize the sampler with the first set of
derivations (Galley et al., 2004). The remaining input arguments (hyperparameters,
rule restrictions, etc.) are initialized with sensible default values. Running the bi-
nary with the - -help option will produce the complete list of arguments and a brief
explanation for each. The tool produces several files as output, including one con-
taining the set of rules together with their probabilities, computed based on the last
set of sampled derivations. The documentation released with our code shows how to
prepare the training data, run the tool and convert the output to the cdec format.

Our tool leverages the benefits of a multithreaded environment to speed up gram-
mar induction. At every sampler iteration, each training sentence is dynamically al-
located to one of the available threads. In our implementation, we use a hash-based
implementation of a Chinese Restaurant Process (CRP) (Teh, 2010) to efficiently com-
pute the rule probabilities given by Equation 1. The data structure is updated when-

32



A. Matthews, P. Baltescu, P. Blunsom, A. Lavie, C. Dyer Tree transduction (27-36)

ever one of the expand or swap operators is applied. To lock this data structure with
every update would completely cancel the effect of parallelization, as all the basic op-
erations performed by the sampler are dependent on the CRP. Instead, we distribute
a copy of the CRP on every thread and synchronize the data structures at the end of
each iteration. Although the CRPs diverge during an iteration through the training
data, no negative effects are observed when inferring STSGs in multithreaded mode.

4. Tree-to-string translation with cdec

) (Aab) e xy b e @
2 (Aa) e x ® @
 6Fc0 1 QB0

TRCEC,
(r1) (r3) @

Figure 4. DFA representation of a tree transducer (above) and an input tree (middle).
This transducer will transduce the input tree to the hypergraph (below) yielding a
single string x y z, using rules (r1) and (r3). Red octagons are closing parentheses.

The cdec decoder (Dyer et al., 2010) has a modular decoder architecture that fac-
tors the decoding problem into multiple stages: first, a hypergraph is generated that
represents the translation search space produced by composing the input (a string,
lattice, or tree) with the relevant transducer (a synchronous context-free grammar,
a finite state transducer, etc.); second, the hypergraph is rescored—and possibly re-
structured (in the case of adding an n-gram language model)—with generic feature
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extractors; finally, various outputs of interest are extracted (the best translation, the
k-best translations, alignments to a target string, statistics required for parameter op-
timization, etc.).

The original cdec implementation contained hypergraph generators based on a
variety of translation backends, although SCFG translation is the most widely used
(Chiang, 2007). In this section, we describe the tree-to-string algorithm that generates
a translation forest given a source language parse tree and a tree-to-string transducer.

The construction of the hypergraph takes place by composing the input tree with
the tree-to-string transducer using a top down, recursive algorithm. Intuitively, the
algorithm matches all rules in the transducer that start at a given node in the input
tree and match at least one complete rewrite in the source tree. Any variables that
were used in the match are then recursively processed until the entire input tree is
completed. To make this process efficient, the tree side of the input transducer is
determinized by depth-first, left-to-right factoring—this process is analogous to left
factoring a context-free grammar (Klein and Manning, 2001). By representing the
tree using the same depth-first, left-to-right representation, standard DFA intersection
algorithms can be used to compute each step of the recursion. The DFA representation
of a transducer (tree side) and an input tree (starting at nonterminal S) is shown in
Fig. 4.

To understand how this algorithm
proceeds on this particular input, the Extractor
input tree DFA is matched against the grex 1 24.9M 11.8M
‘S” DFA. The output transductions are  HyperGrex 1 25.9M 12.7M

ks k¢ Instances Types

1

1
stored in the final states of the trans- HyperGrex 1 10 33.3M 17.7M

10

10

ducer DFA, and for all final states in the  HyperGrex 1 33.7M 17.9M
transducer DFA that are reached ina fi-  HyperGrex 10  48.7M  24.3M
nal state of the input DFA, an edge is

added to the output hypergraph, one  Fjgure 5. Grammar sizes using different

per translation option. Variables that grammar extraction set ups. ks (ki)
were used in the input DFA are then represents the number of source (target)
recursively processed, starting from the trees used.

relevant transducer DFA (in this case
since first (r3) will be used which has an
A variable, then ‘A’ DFA will then be invoked recursively).

5. Experiments

We tested our tree-to-tree rule learner on the FBIS Chinese-English corpus (LDC2003E14),
which consists of 302,966 sentence pairs or 9,350,506 words on the English side. We
first obtain k-best parses for both sides of FBIS using the Berkeley Parser? and align
the corpus using fastalign (Dyer et al., 2013). We use a 5-gram language model built

Zhttps:/ /code.google.com /p/berkeleyparser/
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with KenLM on version four of the English GigaWord corpus plus the target side of
FBIS, smoothed with improved Kneser-Ney smoothing. For each set up we extract
rules using grex (Hanneman et al., 2011) or our new tool. When using our tool we
have the option of simply using 1-best trees to compare directly to grex, or using the
weighted forests consisting of all of Berkeley’s k-best parses on the source side, the
target side, or both. For these experiments we use k = 10. Each system is tuned on
mt06 using Hypergraph MERT. We then test each system on both mt03 and mt06.

Details concerning the size of the extracted grammars can be found in Table 5.2
Translation quality results are shown in Table 6.

5.1. Baysiean Grammar Experiments

The Bayesian grammar extractor

Extractor k, k; mt06 mt03 mt08 we describe is constructed to find
grex 1 1 296 318 234 compact grammars that explain a
HyperGrex 1 1 30.1 324 240 parallel corpus. We briefly discuss
HyperGrex 1 10 304 329 243 theperformance of these grammars

HyperGrex 10 1 295 320 231 in a tree-to-string translation task

HyperGrex 10 10 30.0 327 237  relative to a standard Hiero base-

line. Each of these systems was

Figure 6. BLEU results on mt06 (tuning set), ~ tuned on mt03 and tested on mt08.

mt03, and mt08 using various grammar Table. 7 summarizes the findings.

extraction configurations. Although tree-to-string system with

minimal rules underperforms Hiero

slightly, it uses orders of magnitude

fewer rules—in fact the number of rules in the Hiero grammar filtered for the 691-

sentence test set is twice as large as the Bayesian grammar. The unfiltered Hiero
grammar is 2 orders of magnitude larger than the Bayesian grammar.

Extractor iterations rule count mt08

Hiero - 36.6M 27.9

HyperGrex minimal (§2) - 1.4M 26.5
Bayes (§3) 100 0.77M 26.5

Bayes (§3) 1,000 0.74M 26.9

Figure 7. Comparing HyperGrex (minimal rules), the Bayesian extractor after different
numbers of iterations, and Hiero.

3This indicates that grex failed to extract certain valid rules. This conclusion was validated by our team,
and confirmed with the authors of (Hanneman et al., 2011).

35



PBML 102 OCTOBER 2014

Acknowledgements

This work was supported by the U. S. Army Research Laboratory and the U.S. Army
Research Office under contract/grant number W911NF-10-1-0533, the Qatar National
Research Fund (a member of the Qatar Foundation) under grant NPRP 09-1140-1-177,
by a Google Faculty Research Grant (2012_R2_10), and by the NSF-sponsored XSEDE
program under grant TG-CCR110017.

Bibliography

Chiang, David. Hierarchical phrase-based translation. Computational Linguistics, 2007.

Cohn, Trevor and Phil Blunsom. A bayesian model of syntax-directed tree to string grammar
induction. In Proc. of EMNLP, 2009.

Dyer, Chris, Adam Lopez, Juri Ganitkevitch, Johnathan Weese, Ferhan Ture, Phil Blunsom,
Hendra Setiawan, Vladimir Eidelman, and Philip Resnik. cdec: A decoder, alignment, and
learning framework for finite-state and context-free translation models. In Proc. of ACL,
2010.

Dyer, Chris, Victor Chahuneau, and Noah A. Smith. A simple, fast, and effective reparameter-
ization of IBM model 2. In Proc. of NAACL, 2013.

Galley, Michel, Mark Hopkins, Kevin Knight, and Daniel Marcu. What's in a translation rule?
In HLT-NAACL, 2004.

Galley, Michel, Jonathan Graehl, Kevin Knight, Daniel Marcu, Steve DeNeefe, Wei Wang, and
Ignacio Thayer. Scalable inference and training of context-rich syntactic translation models.
In Proc. of NAACL, 2006.

Graehl, Jonathan, Kevin Knight, and Jonathan May. Training tree transducers. Computational
Linguistics, 34(3), 2008.

Hanneman, Greg, Michelle Burroughs, and Alon Lavie. A general-purpose rule extractor for
SCFG-based machine translation. In Proc. of SSST, 2011.

Huang, Liang, Kevin Knight, and Aravind Joshi. Statistical syntax-directed translation with
extended domain of locality. In Proc. of AMTA, 2006.

Klein, Dan and Christopher D. Manning. Parsing and hypergraphs. In Proc. of IWPT, 2001.

Rounds, William C. Mappings and grammars on trees. Mathematical Systems Theory, 4(3):257—
287, 1970.

Teh, Yee Whye. Dirichlet process. In Encyclopedia of Machine Learning, pages 280-287. 2010.

Thatcher, James W. Generalized sequential machine maps. Journal of Computer and System Sci-
ences, 4:339-367, 1970.

Address for correspondence:
Chris Dyer

cdyer@cs.cmu.edu

Language Technologies Institute
Carnegie Mellon University
Pittsburgh, PA 15213, United States

36



PBML

The Prague Bulletin of Mathematical Linguistics
NUMBER 102 OCTOBER 2014 37-46

The Machine Translation Leaderboard

Matt Post, Adam Lopez

Human Language Technology Center of Excellence, Johns Hopkins University

Abstract

Much of an instructor’s time is spent on the management and grading of homework. We
present the Machine Translation Leaderboard, a platform for managing, displaying, and au-
tomatically grading homework assignments. It runs on Google App Engine, which provides
hosting and user management services. Among its many features are the ability to easily define
new assignments, manage submission histories, maintain a development / test set distinction,
and display a leaderboard. An entirely new class can be set up in minutes with minimal con-
figuration. It comes pre-packaged with five assignments used in a graduate course on machine
translation.

1. Introduction

Much of an instructor’s time is spent on the management and grading of home-
work. For many types of learning, such as the grading of essays, this time is a neces-
sary and critical component of the learning process. But there are also many types of
assignments that are easily automatable. Time spent grading them, and in managing
assignment infrastructure (whether physical or digital), are drains on the instructor’s
limited resources which could be better spent elsewhere.

For homework assignments in the data sciences, grading can be automated us-
ing sites like kaggle. com, where students can upload solutions to empirical problems
posed by instructors. Unfortunately, kaggle does not allow instructors to use custom
evaluation measures, which makes it a poor fit for fields like machine translation that
use idiosyncratic, domain-specific metrics.

To help with this, we present the Machine Translation Leaderboard (MTL), a plat-
form for managing, displaying, and automatically grading homework assignments.
It runs on Google App Engine, which provides hosting, authentication, and user

© 2014 PBML. Distributed under CC BY-NC-ND. Corresponding author: post@cs.jhu.edu
Cite as: Matt Post, Adam Lopez. The Machine Translation Leaderboard. The Prague Bulletin of Mathematical
Linguistics No. 102, 2014, pp. 37-46. doi: 10.2478/pralin-2014-0012.
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management services tied to a Google account. Students use a web interface to up-
load the results of their assignments (not code), which are then automatically graded
and displayed. Among the MTL's many features are the ability to easily define new
assignments, manage student submissions and submission histories, automatically
grade them, maintain a development / test set distinction, and display a competitive
leaderboard. An entirely new class can be setup in minutes, with minimal configura-
tion. Packaged with the MTL are five assignments: alighment, decoding, evaluation,
reranking, and inflection. Each of these assignments includes baseline (default) out-
puts and upper bounds, and provides ample room for improvement on their metrics
through student exploration of both standard and novel approaches to these classic
machine translation problems.

The MTL served as the foundation of a combined graduate and undergraduate
course in machine translation, taught by the authors at Johns Hopkins University in
the spring of 2014. The time we saved allowed us to focus on other aspects of teaching,
including a course emphasis on scientific writing.

2. Quick-Start Guide

A new class with the default set of assignments can be setup in minutes, with
minimal configuration.

1. Create an account at appengine.google.com

2. Create a new application. The name (“Application Identifier”) you choose will
become part of the URL for your class, e.g., “leaderboard” will result in a class
URL of leaderboard.appspot.com. We will use the variable $APPID to refer to
your choice.

3. Install the Google App Engine SDK for Python from
https://developers.google.com/appengine/downloads

4. Clone the repository

$ git clone https://github.com/mjpost/leaderboard.git
$ cd leaderboard

5. Edit app.yaml, changing the value of the “application” key to the identifier you
chose above

application: $APPID
6. Deploy.

$ appcfg.py --oauth2 update .
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The first time you do this, a web browser window will open, prompting you to
authenticate.
You can now access the leaderboard interface for uploading assignment results
by loading your course’s base URL ($APPID.appspot.com), and you can access the
leaderboard itself at $APPID.appspot.com/leaderboard.html.

2.1. Administrative accounts

By default, the Google account used to create and host the leaderboard is the ad-
ministrative account. This account has the following special permissions:

* Viewing submissions from all students, regardless of their privacy settings.

¢ Viewing scores for all submissions on hidden test data.

¢ Submitting baseline, default, and oracle entries.

* Accessing back-end administration.

You may wish to grant administrative permission to co-instructors and TAs:

1. Navigate to the back-end administration page:
appengine.qgoogle.com/dashboard?&app id=s~$APPID

2. From the navigation menu, click on “Permissions” under “Administration”

3. Add the Google accounts of your colleagues

2.2. Setting Deadlines

By default, only the first assignment is enabled, and its deadline has already passed.
To enable assignments, you must do three things:

1. Uncomment the assignment’s scorer in the file leaderboard. py.

scorer = [
scoring.upload number,
scoring.alignment,
scoring.decode,
scoring.evaluation,
scoring.rerank,
scoring.inflect,

H R H H K

]

2. Adjust the assignment’s due date. Edit scoring/upload_number.py and set the
value of the deadline variable:

deadline = datetime.datetime(2014, 07, 17, 23, 59)

3. Deploy the changes:
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$ appcfg.py --oauth2 update .

2.3. The Leaderboard

Visit $APPID. appspot.com/leaderboard.html to view the leaderboard. It displays
a grid whose columns are assignments and whose rows are student entries. The rows
are sorted from best to worst according to the most recent assignment.

Note that students have the option to hide their results from the leaderboard. This
settings only hides their results from other students; accessed from an administrative
account, the leaderboard displays everyone’s results, denoting hidden students with
strikeout text. Therefore, if you are displaying the leaderboard on a project, be sure
to logout from your appspot . com account before accessing the leaderboard.

3. Modifying and Creating Assignments
3.1. Data Model and API

We have pre-packaged five assignments with the leaderboard, but it is easy to add
new assignments. Before doing so, it is useful to understand the basic data model and
API implemented in leaderboard. py. It defines two types of database records using
Google’s NDB (entity database) API The first is a Handle record, which corresponds
to a user that appears on the leaderboard.

class Handle(ndb.Model):
user = ndb.UserProperty() # handle with no user belongs to admins
leaderboard = ndb.BooleanProperty()
handle = ndb.TextProperty()
submitted assignments = ndb.BooleanProperty(repeated=True)

Handles are managed by the leaderboard code and need not be modified by as-
signment code. New assignment types are more likely to interact with the Assign-
ment record, which corresponds to a single student submission for an assignment.

class Assignment(ndb.Model):
handle = ndb.KeyProperty()
number = ndb.IntegerProperty()
filename = ndb.StringProperty()
filedata = ndb.BlobProperty()
score = ndb.FloatProperty()
test _score = ndb.FloatProperty()
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percent complete = ndb.IntegerProperty()
timestamp = ndb.DateTimeProperty(auto_now_add=True)

When a student uploads a solution to an assignment, the leaderboard code sets
several of these fields, including handle, number, filename, filedata, and timestamp.
An assignment will mostly interact with score, test_score, and percent_complete.
Rather than modify these fields directly, it is preferred to modify them through a
callback function that each new assignment type must provide with the following
signature:

def score(data, assignment key, test=False)

When a student uploads their results, this function is invoked twice: once with
test=False and once with test=True, to provide development and test set scores,
respectively. Each call provides the full contents of the uploaded file in the data
field and the NDB key of the new assignment record in the assignment_key field.
Although the callback may use this key to update the score or test_score fields di-
rectly, this is not the preferred way to update scores. Instead, score(...) should
return it as the first value of a two-element tuple that the caller expects. The second
element of the tuple is used to update percent_complete of the Assignment record.
So, if an assignment can be scored quickly, the correct behavior is to simply return
(s, 100), where s is the computed score.

However, in special cases computing an assignment’s score may require some time
to compute, and the leaderboard provides functionality to handle this. In this case,
the score(...) callback may return (float("-inf"), 0), to indicate that the score
has not yet been computed. The callback should then invoke a new background task
to complete the scoring behavior, and this function should update percent_complete
periodically until the score is computed. The leaderboard uses this information to dis-
play a progress bar to the student. An example can be found in scoring/decode. py.

3.2. Pre-packaged Assignments

The Leaderboard comes pre-packaged with five assignments. Instructions for each
assignment appear on our course webpages (http://mt-class.org/jhu/), under the
Homework tab.

3.2.1. Assignment 1: Align

In this assignment, the input is a parallel text and students must produce word-
to-word alignments.! The pre-packaged version of the assignment scores alignments

Thttp://mt-class.org/jhu/hwl.html
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Table 1. List of included assignments. All file locations are relative to the scoring

subdirectory.
Assignment Description File
Setup Make sure everything is working upload_number.py
Alignment Implement a word aligner alignment.py
Decoding Maximize the model score of a decoder decode.py

Evaluation =~ Choose the better of MT system outputs  evaluation.py

Reranking Rerank k-best lists by adjusting feature rerank.py
weights

Inflection Choose the appropriate inflection for inflect.py
each of a sequence of lemmas

against 484 manually aligned sentences of the Canadian Hansards.? The alignments
were developed by Och and Ney (2000), which we obtained from the shared task re-
sources organized by Mihalcea and Pedersen (2003). We use the first 37 sentences of
the corpus as development data and the remaining 447 as test. The scorer is imple-
mented in scoring/alignment.py with data in scoring/alignment data. To score
against a different dataset, simply change the data files.

3.2.2. Assignment 2: Decode

In this assignment, the input is a fixed translation model and a set of input sen-
tences, students and they must produce translations with high model score The
model we provide is a simple phrase-based translation model (Koehn et al., 2003) con-
sisting only of a phrase table and trigram language model. Under this simple model,
for a French sentence f of length I, English sentence e of length ], and alignment a
where each element consists of a span in both e and f such that every word in both
e and f is aligned exactly once, the conditional probability of e and a given f is as
follows.?

» J+1
plealf)oc T ptlel ) [ rleslej—1,e5-2) (1)

<i,i/,j,j/>6ﬂ j=1

To evaluate output, we compute the conditional probability of e as follows.

2http://www.isi.edu/natural-lanquage/download/hansard/
3http://mt-class.ora/ihu/hw2. html

“For simplicity, this formula assumes that e is padded with two sentence-initial symbols and one
sentence-final symbol, and ignores the probability of sentence segmentation, which we take to be uniform.
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plelf) o« ) ple,alf) @)

Note that this formulation is different from the typical Viterbi objective of standard
beam search decoders, which do not sum over all alignments, but approximate p(e|f)
by maxg p(e, alf). Though the computation in Equation 2 is intractable (DeNero and
Klein, 2008), it can be computed in a few minutes via dynamic programming on rea-
sonably short sentences, a criterion met by the 48 sentences we chose from the Cana-
dian Hansards. The corpus-level probability is then the product of all sentence-level
probabilities in the data. Since this computation takes more than a few seconds, we
added functionality to the leaderboard to display a progress bar, which can be reused
by other custom scorers following the methods used in scoring/decode.py. The
corresponding datasets are in scoring/decoding_data. To score against a different
dataset, simply change the data files.

3.2.3. Assignment 3: Evaluate

In this assignment, the input is a dataset in which each sample consists of a ref-
erence sentence and a pair of translation outputs. The task is to decide which of the
translation outputs is better, or if they are of equal quality.2 Hence the task is a three-
way classification problem for each input, optionally using the reference to compute
features (which might include standard evaluation measures such as BLEU). To eval-
uate, results are compared against human assessments of the translation pairs, taken
from the 2012 Workshop on Machine Translation (Callison-Burch et al., 2012). In our
homework assignments, we also provided a training dataset for which human assess-
ments are provided so that students can train classifiers for the problem. The scorer is
implemented in scoring/evaluation.py with data in scoring/eval_data. To score
against a different dataset, simply change the data files.

3.2.4. Assignment 4: Rerank

In this assignment, the input consists of n-best lists of translations and their asso-
ciated features produced by a machine translation system on a test corpus. The task
is to select the best translation for each input sentence according to BLEU, computed
against a hidden reference sentence. The n-best lists were provided by Chris Dyer as
an entry for the Russian-English translation task in the 2013 Workshop on Machine
Translation (Bojar et al., 2013). The scorer is implemented in scoring/rerank.py, and
the corresponding datasets are in scoring/rerank_data. To score against a different
dataset, simply change the data files.

Shttp://mt-class.orqg/jhu/hw3.html
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Table 2. Assignment five (inflection) statistics.

split \ sentences tokens lemmas

train 29,768 518,647 35,701
dev 4,042 70,974 11,304
test 4,672 80,923 11,655

3.2.5. Assignment 5: Inflect

In this assignment, the input is a sequence of lemmatized Czech words. The task
is to choose the correct inflection for each word (reminiscent of Minkov et al. (2007)).
For example:

(1) Oba tyto tukoly jsou védecky i technicky mimofadné obtizné .
oba’2 tento tikkol byt védecky_T*1y) i-1 technicky_{*1y) mimofadné_{*1y) obtizny .
‘Both of these tasks are scientifically and technically extremely difficult.”

The data comes from the Prague Dependency Treebank v2.0, which is distributed
through the Linguistic Data Consortium.2 The homework assignment? contains in-
structions and a script to format the data directly from the LDC repository directory.

3.3. Creating New Assignments

The MT Leaderboard is easily extended with new assignments:
1. Create an entry for the assignment in list scorer near the top of leaderboard. py:

scorer = [
scoring.upload number,
scoring.new_assignment,
# scoring.alignment,
scoring.decode,
scoring.evaluation,
scoring.rerank,
scoring.inflect,

H H o W

]

2. Next, create a file scoring/new_assignment.py. This file must define four vari-
ables (the assignment name, a text description of its scoring method for the

®https://catalog.ldc.upenn.edu/LDC2006TO1

“http://mt-class.org/jhu/hws.html
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leaderboard header, a boolean indicating the scoring method sort order, and
the assignment deadline) and two functions, score(...) and oracle()

$ cd scoring
$ cp upload number.py new assignment.py
# Edit new_assignment.py

3. Place any data in the directory scoring/new_assignment_data/.

That’s it. Assignments become available as soon as they are listed in the main
leaderboard. py script, and students can upload assignments as long as the deadline
hasn’t passed.

4. Case Study

In our spring 2014 class at Johns Hopkins, we received 307 submissions from 17
students over five assignments using the leaderboard as described here. Students
responded positively to the leaderboard, for instance commenting that “The imme-
diate feedback of the automatic grading was really nice”. Some students used the
leaderboard grader for a large number of experiments, which they then reported in
writeups. For further information on how we incorporated the leaderboard into our
class, empirical results, and student responses, see Lopez et al. (2013).

The MTL is only one component of a good class on machine translation. The time
we saved was put into other tasks, including an emphasis on scientific writing: Stu-
dents were required to submit a thorough ACL-style writeup of every homework as-
signment, including a description of the problem, a description of their approach, and
quantitative and qualitative analysis of their findings. These writeups were graded
carefully, and students received feedback on their writing. We also required students
to submit their code, which we manually reviewed.

5. Future Work

With the display of a leaderboard sorted by student scores against hidden devel-
opment data, the MT Leaderboard provides a competitive environment in hopes of
motivating students to experiment with different approaches. However, competition
isn’t always the best motivator; some of our students chose to hide their handles from
the leaderboard. We considered but did not implement a more cooperative approach
in which students work together to improve an oracle computed over all of their sub-
missions. For example, in the alignment setting, we could select, for each sentence,
the one with the best AER across all students, and then compute AER over the whole
set. At submission time, the student could then be shown how much their submission
increased the oracle score. This idea could also be extended to system combination,
for example, by having student submissions vote on alignment links.
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Abstract

We present Depfix, an open-source system for automatic post-editing of phrase-based ma-
chine translation outputs. Depfix employs a range of natural language processing tools to ob-
tain analyses of the input sentences, and uses a set of rules to correct common or serious errors
in machine translation outputs. Depfix is currently implemented only for English-to-Czech
translation direction, but extending it to other languages is planned.

1. Introduction

Depfix is an automatic post-editing system, designed for correcting errors in out-
puts of English-to-Czech statistical machine translation (SMT) systems. An approach
based on similar ideas was first used by Stymne and Ahrenberg (2010) for English-
to-Swedish. Depfix was introduced in (Marecek et al., 2011), and subsequent im-
provements were described especially in (Rosa et al., 2012b) and (Rosa et al., 2013).
For a comprehensive description of the whole Depfix system, please refer to (Rosa,
2013). An independent implementation for English-to-Persian exists, called Grafix
(Mohaghegh et al., 2013).

Depfix consists of a set of rule-based fixes, and a statistical component.! It utilizes
a range of NLP tools, especially for linguistic analysis of the input (taggers, parsers,
named entity recognizers...), and for generation of the output (morphological gener-
ator, detokenizer...). Depfix operates by analyzing the input sentence, and invoking
a pipeline of error detection and correction rules (called fixes) on it.

Depfix is one of the components of Chimera (Bojar et al., 2013b; Tamchyna et al.,
2014), the current state-of-the-art system for English-to-Czech machine translation

THowever, the vital part of Depfix are the rule-based fixes.

© 2014 PBML. Distributed under CC BY-NC-ND. Corresponding author: rosa@ufal.mff.cuni.cz
Cite as: Rudolf Rosa. Depfix, a Tool for Automatic Rule-based Post-editing of SMT. The Prague Bulletin of
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System WMT 2011 WMT 2012 | System WMT 2011 WMT 2012
CU Bojar +0.47 +0.07 | JHU +0.42 +0.32
CU Tamchyna +0.46 +0.02 | SFU - +0.41
CU TectoMT —0.10 —0.02 | Eurolran +0.21 +0.15
CU Zeman +0.73 +0.34 | Microsoft Bing - +0.37
UEDIN +0.64 +0.23 | Google Translate +0.23 0.00

Table 1. Automatic evaluation of the Depfix system. Adapted from (Rosa, 2013).
Change of BLEU score when Depfix was applied to the output of the system is
reported. Statistically significant results are marked by bold font.

(MT) - the other components are TectoMT (Zabokrtsky et al., 2008) and factored Moses
(Koehn et al., 2007). Chimera has ranked as the best English-to-Czech MT system
in the last two translation tasks of the Workshop on Statistical Machine Translation
(WMT) (Bojar et al., 2013a, 2014). Depfix is currently being developed in the frame
of QTLeap,? a project focusing on quality translation by deep language engineering
approaches.

Depfix is a stand-alone system, and can be used to post-process outputs of any
MT system. It particularly focuses on errors common in phrase-based SMT outputs;
some of its components have been tuned using outputs of Moses. In a throughout
evaluation on outputs of all systems participating in WMT in 2011 and 2012 (Callison-
Burch et al., 2011, 2012), applying Depfix led to a statistically significant improvement
in BLEU score in most cases, as shown in Table 1.2

Depfix is implemented in the Treex framework (Popel and Zabokrtsky, 2010).# In-
structions on obtaining and using Depfix can be found on http://ufal.mff.cuni.
cz/depfix. Werelease Depfix under the GNU General Public License v2 to encourage
its improvement and adaptation for other languages, as well as to serve as inspiration
for other researchers.

2. Tools

Depfix basically operates by observing and modifying morphological tags. There-
fore, the two following tools are vital for operation of Depfix:

¢ Alemmatizing tagger (or a tagger and a lemmatizer) is an analysis tool that as-

signs the word form of each token in the sentence with a combination of lemma

2 http://qtleap.eu/

3We did not perform this kind of evaluation in the following years of WMT, as we focused on the Chimera
hybrid system instead.

4http://ufal.mff.cuni.cz/treex

48


http://ufal.mff.cuni.cz/depfix
http://ufal.mff.cuni.cz/depfix
http://qtleap.eu/
http://ufal.mff.cuni.cz/treex

Rudolf Rosa Depfix, a Tool for Automatic Rule-based Post-editing of SMT (47-56)

and tag. We use MorphoDiTa (Strakové et al., 2014) for Czech and Mor¢e (Spous-
tova et al., 2007) for English.

* A morphological generator is a generation tool inverse to the tagger: for a given
combination of lemma and tag, it generates the corresponding word form. We
use Haji¢’s Czech morphological generator (Haji¢, 2004).

For Czech, we use the Prague dependency treebank positional tagset (Haji¢, 1998),
which marks 13 morphological categories, such as part-of-speech, gender, number,
case, person, or tense. One of the properties of this tagset, which is very useful for
us, is that the lemmas and morphological categories are fully disambiguated — for a
given combination of lemma and tag, there is at most one corresponding word form
(the opposite does not hold, as many Czech paradigms have the same word repeated
several times).

For English, we use the Penn treebank tagset (Marcus et al., 1993), which marks
only few morphological categories, such as singular/plural number for nouns, but
does not distinguish e.g. verb person (except for 3rd person singular in present simple
tense).

Apart from the tagger and the morphological generator, many other tools are used
in Depfix. We currently use the following, which are either implemented within the
Treex framework, or are external tools with Treex wrappers:

* arule-based Treex tokenizer and detokenizer

¢ a word aligner — GIZA++ (Och and Ney, 2003)

* a dependency parser — MST parser for English (McDonald et al., 2005), and its
variations for Czech: a version by Novak and Zabokrtsky (2007) adapted for
Czech in the basic version of Depfix, or MSTperl by Rosa et al. (2012a) adapted
for SMT outputs in full Depfix

* a dependency relations labeller (as the MST parser returns unlabelled parse
trees) — a rule-based Treex labeller for English, and a statistical labeller by Rosa
and Marecek (2012) for Czech

¢ anamed entity recognizer — Stanford NER for English (Finkel et al., 2005), and
a simple Treex NER for Czech

* arule-based Treex converter to tectogrammatical (deep syntax) dependency trees

There are also other tools that we do not currently use (because they are not part
of Treex yet, some of them probably do not even exist yet), but we believe that they
would be useful for Depfix as well:

* a full-fledged named entity recognizer for Czech

* a coreference resolver

* a fine-grained tagger for English (that would mark e.g. verb person or noun
gender)

¢ a well-performing labeller for tectogrammatical trees (the current Treex one is
rather basic and lacks proper analysis of verbs, negation, etc., especially for En-
glish)
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When porting Depfix to a new language, acquiring the NLP tools is a necessary
first step. Unfortunately, in the Treex framework, support for languages other than
Czech and English is currently very limited. However, one can make use of the Ham-
1eDT project (Zeman et al., 2012),2 which collects dependency treebanks for various
languages and harmonizes their tagsets and dependency annotation styles to a com-
mon scheme. We believe this to be an ideal resource for training a tagger as well as a
dependency parser for any of the languages covered — HamleDT 2.0 currently features
30 treebanks and is still growing, and there are also plans of its tighter integration with
Treex.

3. Fixing Rules

The main part of Depfix is a set of fixing rules (there are 28 of them in the current
version). Most of the rules inspect the tag of a Czech word, usually comparing it to
its source English counterpart and/or its Czech neighbours (usually its dependency
parents or children), and if an error is spotted (such as incorrect morphological num-
ber - e.g. the Czech word is in singular but the source English word is in plural), the
tag of the Czech word is changed to the correct one, and the morphological generator
is invoked to generate the corresponding correct word form.¢

Some of the rules also delete superfluous words (e.g. a subject pronoun that should
be dropped), change word order (e.g. the noun modifier of a noun, which precedes the
head noun in English but should follow it in Czech), or change tokenization and casing
(by projecting it from the source English sentence where this seems appropriate).

The ideas for the rules are based on an analysis of errors in English-to-Czech SMT
(Bojar, 2011), and the actual rules were implemented and tuned using the WMT 2010
test set (Callison-Burch et al., 2010) translated by Moses. For other language pairs, a
similar error analysis, such as the Terra collection (Fishel et al., 2012), may be used as
a starting point; however, the error analyses are typically not fine-grained enough to
be used directly for Depfix rules implementation, and extensive manual tuning of the
rules by inspecting SMT translation outputs is to be expected.

3.1. Example

Table 2 shows the operation of FixPriom rule. In the sentence, there is an error in
agreement of nominal predicate “zdrZenlivi” (“reticent,,”) with the subject “Obama”.

Shttp://ufal.mff.cuni.cz/hamledt

%It may happen that the new word form turns out to be identical to the original word form, as there are
often many possible tags for a word — e.g. the nominative and accusative case of a noun is often identical.
However, the fix may still be beneficial, as subsequent fixes might be helped by the corrected tag of the
word - e.g. a fixed noun tag may induce a fix of a modifying adjective.

7The make compare_log Depfix command can be used to obtain this kind of information.
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Source: Obama has always been reticent in regards to his prize.

SMT output: Obama byl vzdy zdrzenlivi s ohledem na svou kofist.

Depfix output: | Obama byl vzdy zdrzenlivy s ohledem na svou kofist.

Fixlog: Pnom: zdrzenlivil AAMP1—1A—-] zdrzenlivy[AAMS1—1A—-]

Table 2. Example of application of FixPnom on a sentence from WMT10 dataset
(translated by the CU-Bojar system)

&~ ? O
a-tree n-tree a-tree_
zone=cs jzone:cs zone=en
byl . Obama been .
Pred AuxK ps Pred AuxK
VpYSXRA\ z: VBN\D .
Obama vzdy zdrzenlivi Obama has always reticent in
Sb Adv  Pnom Sb AuxV Adv Pnom  AuxP
NNMS1 Db AAMP1 NNP VBZ RB J) IN
!
AuxP
RR7

Figure 1. Part of the dependency parse tree of a Czech sentence before applying
FixPnom. Also showing the Czech named entity tree, and corresponding part of the
source English dependency parse tree. Word forms, analytical functions, and
morphological tags are shown.

The morphological number (4th position of the tag) should be identical for both of the
words, but it is not — it is singular (“S”) for “Obama” but plural (“P”) for “zdrzenlivi”.
See also Figure 1, which shows the parse tree of the Czech sentence (before applying
the fix), the named entity tree for the Czech sentence, and the parse tree of the source
English sentence.?

When the FixPnom rule is invoked on the word “zdrzenlivi”, it realizes the follow-
ing:

* the word is an adjective and its dependency parent is a copula verb, thus the

word is a nominal predicate and the FixPnom rule applies here,

8These parse trees, as well as the tectogrammatical trees, are contained in intermediate *. treex files in
the Depfix experiment directory, and can be viewed using Tree Editor TrEd — see http://ufal.mff.cuni.
cz/tred/.
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e there is a child of the parent verb (“Obama”) which is marked as subject, and
its English counterpart (“Obama”) is also marked as subject, thus it should be
in agreement with the nominal predicate,

e the subject is in singular, while the nominal predicate is in plural, thus the agree-
ment is violated and should be fixed.

The rule therefore proceeds by fixing the error. This is done in two steps:

1. the tag of “zdrzenlivi” is changed by changing the number marker from “P”
(plural) to “S” (singular), as indicated in the Fixlog in Table 2,2

2. the morphological generator is invoked to generate a word form that corre-
sponds to the new tag; in this case, the word “zdrzenlivy” is generated.

The FixPnom rule also checks and corrects agreement in morphological gender;

however, agreement in gender is not violated in the example sentence.

4. Implementation

Depfix is implemented in the Treex framework, which is required to run it, and is
operated from the command-line via Makefile targets. The commented source code of
Depfix is in Per]l and Bash. The fixing blocks are implemented as Treex blocks, usually
taking a dependency edge as their input, checking it for the error that they fix, and
fixing the child or parent node of the edge as appropriate.

The Depfix Manual (Rosa, 2014a), which provides instructions on installing and
running Depfix, is available on the Depfix webpage. The installation consists of in-
stalling Treex and several other modules from CPAN, checking out the Treex subver-
sion repository (which Depfix is contained in), downloading several model files, and
making a test run of Depfix.

Depfix needs a Linux machine to run, with at least 3.5 GB RAM to run the basic
version — i.e. without the MSTperl parser, which is adapted for SMT outputs (Rosa
et al., 2012a; Rosa, 2014b), and without the statistical fixing component (Rosa et al.,
2013). The full version, which achieves slightly higher BLEU improvement than the
basic version, needs at least 20 GB to run.

Depfix takes source English text and its machine translation as its input, and pro-
vides the fixed translations as its output (all plain text files, one sentence per line).
Processing a set of 3000 sentences by Depfix takes about 2 hours; processing a single
sentence takes about 5 minutes (most of this time is spent by initializing the tools)..?

9The fix is performed in this direction because the morphological number is more reliable with nouns
in English-to-Czech translation, as noun number is explicitly marked in English while adjective number is
not.

10 These times are provided for illustration only, as they depend on the speed of the processor, the hard-
drive, and other parameters of the machine.
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5. Conclusion and Future Work

In this paper, we described Depfix, a successful automatic post-editing system sys-
tem designed for performing rule-based correction of errors in English-to-Czech sta-
tistical machine translation outputs.

As a stand-alone tool, Depfix can be used to post-edit outputs of any machine trans-
lation system, although it focuses especially on shortcomings of the phrase-based
ones, such as Moses. So far, we have implemented Depfix only for the English-to-
Czech translation direction, although there exist similar systems for other languages
by other authors. Depfix has been developed for several years, and is now a compo-
nent of Chimera, the state-of-the-art machine translation system for English-to-Czech
translation.

The future plans for Depfix development are directed towards extending it to new
translation directions, starting with a refactoring to separate language-independent
and language-specific parts, so that fixing rules for a new language pair can be imple-
mented easily while reusing as much from the already implemented functionality as
possible. Another future research path aims to complement or replace the manually
written rules by machine learning techniques, with preliminary experiments indicat-
ing viability of such an approach.

To improve the ease of use of Depfix, we also wish to implement an online interface
that would enable invoking Depfix remotely from the web browser or as a web service,
with no need of installing it. The interface will be implemented using the Treex::Web
front-end (Sedlak, 2014).11
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Abstract

Annotation interfaces for parallel corpora which fit in well with other tools can be very use-
ful. We describe a set of annotation interfaces which fulfill this criterion. This set includes a
sentence alignment interface, two different word or word group alignment interfaces and an
initial version of a parallel syntactic annotation alignment interface. These tools can be used
for manual alignment, or they can be used to correct automatic alignments. Manual alignment
can be performed in combination with certain kinds of linguistic annotation. Most of these
interfaces use a representation called the Shakti Standard Format that has been found to be
very robust and has been used for large and successful projects. It ties together the different
interfaces, so that the data created by them is portable across all tools which support this rep-
resentation. The existence of a query language for data stored in this representation makes it
possible to build tools that allow easy search and modification of annotated parallel data.

1. Introduction

Machine translation, at least for certain language pairs, has reached a point where
it is now being practically used by professional translators as well as users. Many,
perhaps a majority of these machine translation systems are based on the statistical
approach (Koehn et al., 2007). The general architecture of these machine translation
systems is easily portable to other language pairs than those for which they were
made. However, the one major drawback of these systems is that they need a large
quantity of aligned parallel text. While the rule-based approach (Corbi-Bellot et al.,
2005) may provide a feasible solution in many cases where such corpora are lacking,
the other alternative, i.e., creating the needed parallel corpora for language pairs that
lack them can still be an effective solution under certain conditions such as the avail-
ability of sufficient quantity of parallel text in electronic form. Still, even when such
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text is available, there is a lot of work that needs to be done if the text is not already
sentence aligned. Therefore, sentence alignment tools are one of the first enablers for
creating machine translation systems based on the statistical approach in cases where
sentence alignment accuracy is not close to 100%. If the text can be further aligned at
the word level, it becomes a valuable resource for many other purposes.

Tools for automatic alignment of text, both at the sentence level (Brown et al., 1991;
Gale and Church, 1991) and at the word level (Gale and Church, 1993; Och and Ney,
2003) are available. However, word alignment tools do not have an accuracy that will
allow them to be used directly without further correction, except as part of a statisti-
cal machine translation system. Sentence alignment tools reportedly have very good
accuracies, but on closer inspection we find that they do break down under certain
conditions which are especially likely to occur for language pairs which lack sentence
aligned parallel corpora. The languages should not be very different in phylogenetic
terms and, more importantly, the text should not be ‘noisy” (Singh and Husain, 2005),
which practically means that it should be almost aligned already.

Beyond the word level, we could also have corpora which are partially aligned for
specific grammatical elements such as nominal compounds, or even corpora which
are syntactically aligned, e.g. parallel treebanks (Li et al., 2012). Such corpora are even
more valuable for not only linguistic analysis and extraction of linguistic patterns but
also for machine learning of Natural Language Processing (NLP) tasks.

2. The Workflow

The above are the reasons why we need annotation interfaces for parallel corpora.
We need a set of interfaces that enable the complete workflow from sentence align-
ment to word alignment to syntactic (or even semantic) alignment. There are not many
such interfaces available, at least in the open source domain. One that is available is
called Uplug! (Tiedemann, 2003). It allows sentence alignment, word alignment and
with some extensions such as in UplugConnector?, even treebank alignment.

In the following paragraphs we describe a set of interfaces that aim to implement
the complete process of parallel corpora alignment up to the syntactic (treebank) level.
All these interfaces are part of the same suite of tools and APIs called Sanchay?.

The workflow starts with some parallel text that is not sentence aligned, but is
tokenized into sentences and words. An automatic sentence alignment tool can op-
tionally be run on this parallel text. The text is then fed into the sentence alignment in-
terface, where a user manually corrects the alignments marked by the sentence align-
ment tool. Alternatively, the user can directly mark the alignments completely man-
ually. The output of the sentence alignment interface can then be run through an

Ihttp://sourceforge.net/projects/uplug/
2http://www2.lingfil.uu.se/personal/bengt/uconn1l3.html

Shttp://sanchay.co.in
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automatic word alignment tool, and then to the word alignment interface. A user
then corrects the word alignments errors. The user can also start from scratch at the
word alignment level and mark all the alignments manually. It is possible at this stage
to create a shallow parsed aligned parallel corpus. Such a corpus will have chunks or
word groups marked, (optionally) tagged and aligned.

The output of the word alignment interface can be run through an automatic syn-
tactic analysis tool such as a parser. If the goal is ambitious, it may be possible to create
parallel treebanks using the syntactic annotation interface available in the same suite.
This interface is meant for creating syntactico-semantic resources such as treebanks.

Finally, there is a parallel syntactic annotation tool that will allow users to align the
parallel treebanks at the deep syntactic level. Aligned parallel treebanks can allow a
wealth of information to be extracted from them.

3. The Representation

For all the interfaces mentioned here except one, the data is stored in memory as
well in files using a representation called the Shakti Standard Format or SSF (Bharati
et al., 2014). This representation is a robust way of storing data which is the result of
linguistic analysis, particularly syntactico-semantic analysis.

An example sentence in SSF is show below:

Address Token Category Attribute-value pairs

1.1 children NNS <fs af=child,n,m,p,3,0,,>
))

2 (( VG

2.1 are VBP <fs af=be,v,m,p,3,0,,>

2.2 watching VBG <fs af='watch,v,m,s,3,0,,' aspect=PROG>
))

3 (( NP

3.1 some DT <fs af=some,det,m,s,3,0,,>

3.2 programmes NNS <fs af=programme,n,m,p,3,0,,>
))

4 (( PP

4.1 on IN <fs af=on,p,m,s,3,0,,>

4.1.1 (( NP

4.1.2 television NN <fs af=television,n,m,s,3,0,,>

))

Shakti Standard Format

In this representation, sentences are the nodes of a tree at the document level and
the constituents are the nodes at the sentence level. Each node has a possible lexical
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item, a tag (such as a part-of-speech or POS tag or a phrase tag) and a feature struc-
ture associated with it. SSF allows not only features of nodes to be stored, but also
features across nodes, which represent relationships across words, chunks, phrases,
nodes of a dependency tree or even sentences and documents. We have used an at-
tribute called ‘alignedTo’ for storing the alignments, whether of words, chunks, word-
groups, phrases or of sentences or documents. This attribute takes a string value and
multiple alignments can be given by using semi-colon as the separator.

Figures 1 and 2 show the same sentence analyzed according to phrase structure
grammar and dependency grammar, respectively. SSF can encode both of them in
the same place. For example, the underlying tree can be a phrase structure tree and
the dependency tree can be encoded over the phrase structure tree using an attribute
like ‘drel” (dependency relation) and ‘name’ (a unique identifier for the node). The
value of the “drel” attribute is in two parts, separated by a colon, e.g. ‘k1:children’. The
first part is the dependency relation and the second part is the unique name.

S

/ \VP\
ate
i AN RN

N \Y Det N Ram banana
Ram ate the banana the
Figure 1. Phrase structure tree Figure 2. Dependency tree

We have opted for SSF because it allows us to preserve many different kinds of
linguistic information about the text being aligned. The alignment information is
added as an extra layer in the form of the ‘alignedTo” attribute. Moreover, since we are
storing alignments on both sides, the interfaces have to ensure that the values of the
‘alignedTo” attribute are kept synchronized on the two sides. This makes it possible
to get the alignments from either side to the other side. SSF allows us to keep all the
information in one place and to have the data in a readable form so that even without
a visualizer it can still be made sense of by a human user.

4. Sentence Alignment Interface

The sentence alignment interface (Figure 3) takes as input the text which has been
tokenized into sentences. It shows one sentence per row in each table: one table on
the source side and one on the target side. It includes an implementation of a sentence
alignment algorithm which is based on sentence lengths. Such algorithms are based
on the intuition that the lengths of translations are likely to be roughly proportional
to lengths of sentences in the source language. The length can be calculated in terms
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Figure 3. Sentence Alignment Interface: Initial alignments have been marked
automatically

of words (Brown et al., 1991) or in terms of characters (Gale and Church, 1991). The
latter has been shown to work better, perhaps because more data is available. In our
implementation, we use both of them as features with weights. The alignment algo-
rithm is a dynamic programming based algorithm. This implementation is available
as the default, but with some minimal effort it is possible to plug-in any other avail-
able implementation of some sentence alignment algorithm, such as that in (Moore,
2002), which has been shown to be quite robust (Singh and Husain, 2007).

The user can mark manual alignments or correct automatic alignments by the sim-
ple mechanism of drag-and-drop. Deleting an alignment also uses this mechanism:
If an alignment already exists, drag-and-drop deletes it. Multiple alignments to the
same sentence are allowed on either sides. The interface tries to keep the sentences
displayed according to the alignments, i.e., the display changes based on the align-
ments. This ensures that the user does not have to drag-and-drop too far because the
potential alignment is as close to the source language sentence as possible.

The interface design is based on the assumption that sometimes the input to the
interface can come from a machine translation system. In such a case, it is possible
to extend the interface to allow the annotation of quality estimation measurement as
well as to allow it to be used as a post-editing tool. Some work has already been done
in this direction. Completing it is one of the future directions of this work.

The first step in using all the interfaces is to start Sanchay (see http://sanchay.
co. in). Then the respective interfaces can be opened either by clicking on the buttons
in the toolbox or from the ‘File’ menu. The toolbox buttons have two letter symbols
for each interface. For example, the symbol for the word alignment interface is “WI".
These could perhaps better be replaced by suitable icons. Hovering the cursor on the
symbols displays their full name. Clicking on ‘WI” will open the word alignment in-
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terface. The symbol for the sentence alignment interface is ‘SI’, for the parallel corpus
markup interface it is ‘PA’, for the syntactic annotation interface it is ‘SA” and for the
parallel syntactic annotation alignment interface it is ‘PS’.

To start the alignment process, the user has to first browse to the source and the
target files, where the target file should be the translation of the source file. Then
clicking on the button ‘Load’ opens these files and displays them in the interface. The
‘Auto Align’ button is for running the automatic sentence aligner on the opened files,
so that the work is reduced and only automatic alignment errors need to be corrected.
Now the user can start marking the alignments by drag-and-drop.

The output is in the form of two files: source and target. Both files have sentences
in the Shakti Standard Format. Each aligned sentence has an attribute ‘alignedTo’,
whose value points to the unique id of the aligned sentence in the other file:

<Sentence id='1l' alignedTo='1l'>
5. Word Alignment Interface

Since the data representation (SSF) is common, the word alignment interface (Fig-
ure 4) can directly take in the output of the sentence alignment interface. This interface
is actually more than a word alignment interface. It allows words to be grouped to-
gether on both sides, to be tagged, and then allows these groups to be aligned. Just
like in the sentence alignment interface, a drag-and-drop over an existing alignment
deletes that alignment.

Figure 4. Word Alignment Interface

There is an implementation of a word alignment algorithm based on the first three
IBM models (Brown et al., 1993), but that is not yet connected to the interface (another
possible future direction for this work). However, the interface can read the output of
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the most popular word alignment tool, namely GIZA++%. Therefore, it is possible to
use this interface to correct the output of GIZA++. It can also save data in the same
(GIZA++) format for those who are not comfortable with SSF or because the user
wants to further process the corrected alignments in this format. This connectivity
with GIZA++ makes the tool more useful.

While the sentence alignment interface uses the ‘alignedTo’ attribute at the sen-
tence level, this interface uses the same attribute at the word or the chunk level to
mark the alignments in the data representation.

ra meM Osawana 1.5 kilogrAma Una Xewil HE.

R T § e 1.5 R 57 2 6

Figure 5. Parallel Markup Interface

The user can start the alignment process in two ways. One is by loading the source
and target files (whether containing automatic alignments or not) and start working
on them, either from scratch or by correcting errors. The other is to load the output
of GIZA++ (in "*.A3.* format) into the interface and correct the errors in automatic
alignment. Since the interface allows grouping and tagging also, the source and target
tag files may also need to be loaded.

The output from the interface is again in the form of two files, one source and one
target, and both files have sentences in the Shakti Standard Format. Each aligned node
has an attribute ‘alignedTo’, whose value points to the unique name of the aligned
node in the corresponding sentence in the other file:

<Sentence id='1' alignedTo='1l'>

8 ancient <fs name='ancient' alignedTo='prAcIna'>
9 flute <fs name='flute' alignedTo='vInA'>

4https://code.google.com/p/giza- pp
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6. Parallel Markup Interface

Unlike the other interfaces in the suite, this one (Figure 5) does not use SSF. Instead,
it uses a sentence level stand-off based representation. As a result, the alignments are
stored in a file separate from the source and target data files. Otherwise, this interface
has almost the same functionality as the the word alignment interface. It allows words
to be grouped together. It allows them (or the groups) to be assigned some tags. And
it allows their alignments to be marked. It does differ, however, in the way these
alignments are marked. Instead of drag-and-drop, it requires the user to select the
contiguous text to be grouped as a unit and then to select a tag from a drop-down list.
A table below allows the alignments to be marked. The selected units appear in this
table. To make the process easier, the cells on the target side only list (as a drop-down
list) the possible alignments, out of which the user has to select one. This interface has
been used for creating a parallel corpus of tense, aspect and modality (TAM) markers
(how they are translated) and also for marking translations of nominal compounds.

A tool associated with this interface makes it possible to gather some statistics. This
tool can be used to find out, for example, what are the possible translations of a word
group and how many times do they occur in the corpus. The statistics are about the
source side, the target side and about the alignments (or translations). Such statistics
were used for extracting features for training a CRF based model for automatically
finding the translations of TAM markers (Singh et al., 2007).

This interface runs by default in what we call the fask mode. In this mode, the
user does not browse to input files directly. Instead, the user can create task groups
and task lists within each group. Out of these, one task can be selected by the user
to work on when the interface is started. The task configuration files are stored in
the ‘workspace’ directory of Sanchay. The file listing the task groups is stored in
‘workspace/parallel-corpus-markup’ directory and is named ‘task-groups.txt’. Within
this are listed the files which, in turn, list the specific tasks. The description of each
task includes the source and the target text files which are to be aligned as well as
the lists of tags on the two sides. These tags are used to tag the aligned units. The
input text files are plaintext files with one sentence per line and they are assumed
to be sentence aligned with one-to-one mapping. These files are not changed during
the annotation process. The output is in the form of three extra files. Two of them
(the “marked’ files) contain the sentence level offsets and the tag indices of the units
(words or word groups) that are marked for alignment. The third (the . mapping’ file)
contains the actual alignments.

7. Syntactic Annotation Interface
Itis not possible to describe all the features of this interface here as it is the interface
with the most functionality in Sanchay. We briefly describe it here. We plan to prepare

detailed manuals for this and other interfaces and post them on the Sanchay website.
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Figure 6. Syntactic Annotation Interface

This interface is meant for marking up the complete syntactico-semantic analysis
of sentences. It can be used for annotating a sentence according to a phrase struc-
ture framework or a dependency structure framework. This includes information
about the morphological analysis, POS tags, chunks, phrases, dependency relations
and even certain kinds of semantic features. (There is also a separate but untested
ProbBank annotation interface in the suite).

It is an easy to use interface that has evolved over the years based on the feedback
of annotators and other kinds of users. The underlying representation is SSF. There
is an API available for data in SSF and there are also various tools in the API to work
on such data. There is a query language implementation in the API that allows easy
search and modification of annotated data (Singh, 2012).

Figure 6 shows an example sentence in this interface, analyzed up to the depen-
dency structure level. Dependency markup in this interface can be performed in a
pop-up window by using the drag-and-drop mechanism, although there is a longer
and more tedious method available too. The wealth of functionality in this interface
makes it natural for us to use it for creating a parallel syntactic annotation interface.

8. Work In Progress: Parallel Syntactic Annotation Alignment Interface

This is an interface (Figure 7) that is still under construction. Only an initial pro-
totype is ready. It uses the syntactic annotation interface on the source as well as the
target side. The “alignedTo’ attribute here is used first at the document level and de-
fines the scope of the alignments marked at the sentence and lower levels, and then
at the setence and node levels. The input to this interface can be the output of either
the sentence alignment interface or the word alignment interface.
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Figure 7. Parallel Syntactic Annotation Alignment Interface

The initial version of the interface simply has two panels, each containing the syn-
tactic annotation interface, one for the source side and one for the target side. Align-
ments are marked again by simple drag-and-drop across the two panels. It can poten-
tially be used to create parallel aligned treebanks such as the GALE Arabic-English
Parallel Aligned Treebank?.

The completion of this interface is the major future direction of this work. It will
require resolving many issues that make it difficult to create such an interface. For
example, how do we align dependency structures in this interface? Since the un-
derlying representation is SSF, which has shallow parsed sentences at the core and
has dependency relations marked by using attributes such as ‘drel” (dependency re-
lation), it is not directly possible to mark alignment of dependency nodes in the data
representation (although it can be done in a visualizer). As the annotation of depen-
dency relations is marked at the feature or attribute level, we essentially have to mark
alignments also at the same level. This problem does not arise for phrase structure
annotation, because such annotation is represented at the node level in SSF.

The above issue can be generalized to any information that is not directly repre-
sented at the node level. For example, alignments of parts of constituents even in the
phrase structure framework poses the problem of not only representation, but also
visualization in the interface. We do not yet have solutions for these issues. There
may be other issues which we have not yet discovered and might find out once we try
to complete the implementation of this interface.

The input to this interface is currently in the form of two files (source and target)
in the Shakti Standard Format. The output is also stored in these same files. No addi-
tional files are created, but this may change as the interface develops.

Shttp://catalog.ldc.upenn.edu/LDC2014T08
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9. Conclusion

Parallel aligned corpus can be a precious resource, especially if such corpus is an-
notated with linguistic analysis, as in a parallel aligned treebank. Even just sentence
aligned parallel corpus is valuable enough to be the main resource needed for creating
a statistical machine translation system. Therefore, user friendly annotation interfaces
for creating parallel aligned corpora can be immensely useful. We described a set of
annotation interfaces that ultimately aim to implement the entire process of the cre-
ation of parallel aligned treebanks, right from sentence alignment to word alignment
to treebank alignment. This set of interfaces probably goes further than any other
similar tool available in the open source domain. However, we find that, using our
representation scheme (Shakti Standard Format or SSF), there are many issues which
make it difficult to implement the entire treebank alignment process. One of them
is that anything that is not represented directly at the node (document, sentence or
word/chunk/constituent) level is difficult to mark up for alignment. Alignment of
the dependency structure and non-node parts of phrase structure constituents are ex-
amples of this. The parallel markup interface, which uses the stand-off notation, does
not have this problem, but it may be less user friendly.

Completing the implementation of the parallel syntactic annotation alignment in-
terface is the main goal for the future. We also mentioned some other future direc-
tions such as completing the implementation of machine translation quality estima-
tion measurement and post-editing functionality to the sentence alignment interface.
To the word alignment interface, we can add the facility to tag alignment links as in
the GALE Arabic-English Parallel Aligned Treebank. It can also be explored whether
there is a better alternative to drag-and-drop.
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Abstract

We present a web-based open-source tool for interactive translation prediction (ITP)
and describe its underlying architecture. I'TP systems assist human translators by making
context-based computer-generated suggestions as they type. Most of the ITP systems in
literature are strongly coupled with a statistical machine translation system that is conve-
niently adapted to provide the suggestions. Our system, however, follows a resource-agnostic
approach and suggestions are obtained from any unmodified black-boz bilingual resource.
This paper reviews our I'TP method and describes the architecture of Forecat, a web tool,
partly based on the recent technology of web components, that eases the use of our ITP ap-
proach in any web application requiring this kind of translation assistance. We also evaluate
the performance of our method when using an unmodified Moses-based statistical machine
translation system as the bilingual resource.

1. Introduction

Translation technologies are being increasingly used to assist human translators.
Within this context, the objective of interactive translation prediction (ITP) tools (Fos-
ter et al., 1997; Barrachina et al., 2009) is to assist human translators in the translation
of texts for dissemination by making context-based computer-generated suggestions as
they type. Most works in the field of ITP have solely used specifically-adapted statis-
tical machine translation (SMT) systems to obtain the suggestions. On the contrary,
the resource-agnostic approach considered for the tool described in this paper explores
how non-adapted black-box bilingual resources of any kind (a machine translation sys-

© 2014 PBML. Distributed under CC BY-NC-ND. Corresponding author: japerez@dlsi.ua.es
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tem, a translation memory, a bilingual dictionary, etc.) can be accommodated into
an interoperable ITP framework.

This paper reviews the main aspects of our method and describes the architecture
of Forecat, an HTML5 web tool, based on the recent technology of web components (see
section 5.2), that eases the use of our ITP approach in any web application requiring
this kind of translation assistance. To our knowledge, this is the first I'TP tool that
has been programmed as a web component.

The remainder of the paper is organised as follows. After reviewing the state-of-
the-art in ITP in Section 2, we outline our resouce-agnostic proposal in Section 3. We
then present unpublished results for a fully automatic evaluation of our approach in
Section 4. After that, the architecture of an open-source web tool that implements
our method is discussed in Section 5. Finally, we draw some conclusions in Section 6.

2. Related work

The systems which have most significantly contributed to the field of ITP are those
built in the pioneering TransType project (Foster et al., 1997; Langlais et al., 2000),
and its continuation, the TransType2 project (Macklovitch, 2006; Barrachina et al.,
2009). These systems observe the current partial translation already typed by the user
and, by exploiting an embedded SMT engine whose behaviour is modified to meet the
needs of the ITP system, propose one or more continuations for the next words (or even
the complete remainder of the sentence) that are compatible with the current sentence
prefix. An automatic best-scenario evaluation (Barrachina et al., 2009) showed that
it might theoretically be possible to use only 20-25% of the keystrokes needed in
unassisted translation for English-Spanish translation (both directions) and around
45% for English-French and English-German. The results of user trials (Macklovitch,
2006) showed gains in productivity (measured in number of words translated per hour)
of around 15-20%. A number of projects (Koehn, 2009; Ortiz-Martinez, 2011; Alabau
et al., 2010, 2013) have recently continued the research where TransType2 left it off.
As regards tools, both Caitra (Koehn, 2009) and the CASMACAT Workbench (Alabau
et al., 2013) are web applications with an underlying SMT-based ITP system. Caitra
consults the internal translation table of the SMT system Moses (Koehn et al., 2007)
in order to show the most likely translation options to the human translator. Users can
freely type the translation or accept any of the context-based suggestions generated on
the fly: the most likely completion is directly shown next to the input field; the other
translation candidates are also included in the interface so that users may click on any
of them in order to incorporate it to the translation. The CASMACAT Workbench
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also makes use of inner elements of Moses to offer assistance in the form of ITP,
interactive editing with confidence information and adaptive translation models.!

Finally, many commercial translation memory systems also include the possibility
of using ITP (see, for example, MT AutoSuggest,? a plug-in for the SDL Trados Studio
tool).

3. A resource-agnostic interactive translation prediction approach

We propose a black-box treatment of the bilingual resources in contrast to the
glass-box approaches found in literature. Unlike in the latter, access to the inner de-
tails of the translation system is consequently not necessary; this resource-agnostic
approach minimises the coupling between the ITP tool and the underlying system
and provides the opportunity to incorporate additional sources of bilingual informa-
tion beyond purposely-designed SMT systems. These resources may include bilingual
resources that cannot be adapted to produce a continuation for the remainder of the
target-language sentence given a sentence prefix (for instance, because their code can-
not be accessed or because they do not provide full sentence translations), but are
able to supply the translation of a particular source-language segment. The under-
lying idea behind our approach is that resources such as machine translation (MT)
cannot usually deliver appropriate translations at the sentence level, but their pro-
posals usually contain acceptable segments that do not cover the whole sentence but
which can be accepted by the user to assemble a good translation, saving as a result
keystrokes, mouse actions or gestures, and, possibly, time. Note that by using the
bilingual resources as black boxes that just provide translations, our system could be
deprived of additional features that could prove useful if access to the inner details of
the resource was possible.

A complete description of the method can be found in the paper by Pérez-Ortiz
et al. (2014). What follows is an overview of its most relevant aspects.

Potential suggestions. Our method starts by splitting the source-language sen-
tence S up into all the (possibly overlapping) segments of length 1 € [1,L], where L
is the maximum source segment length measured in words.2 The resulting segments
are then translated by means of one or more bilingual resources. The set of potential

10ur tool is currently in an early stage of development, but some of these features could be incor-
porated into it in later stages. Note, however, that one of the major premises behind its development
is to keep it as simple as possible so that it can been easily deployed as a standalone web component.

2http://www.codingbreeze.com/products/mtautosuggest /autosuggest_overview.htm

3Suitable values for L will depend on the bilingual resource: on the one hand, we expect higher
values of L to be useful for high-quality MT systems, such as those translating between closely
related languages, since adequate translations may stretch to a relatively large number of words; on
the other hand, L should be kept small for resources such as dictionaries or low-quality MT systems
whose translations quickly deteriorate as the length of the input segment increases.

71


http://www.codingbreeze.com/products/mtautosuggest/autosuggest_overview.htm

PBML 102 OCTOBER 2014

proposals P for sentence S is made up of pairs comprising the translation of each
segment and the position in the input sentence of the first word of the corresponding
source-language segment. For example, the source-language segments obtained when
translating the English sentence S = “My tailor is healthy” into Spanish with L = 3 are
My, My tailor, My tailor is, tailor, tailor is, tailor is healthy, is, is healthy, and healthy;
the corresponding set of potential suggestions PS is made up of (Mi, 1), (Mi sastre, 1),
(Mi sastre es, 1), (sastre, 2), (sastre es, 2), (sastre estd sano, 2), (es, 3), (estd sano,
3), and (sano, 4). We shall represent the i-th suggestion as pj, its target-language
segment as t(pi) and its corresponding source-language word position as o(pi).

Compatible suggestions. Let Pg(wfv) be the subset of PS including the compati-
ble suggestions which can be offered to the user after typing W as the prefix of the
current word in the translated sentence T. The elements of P?: (W) are determined by
considering only those suggestions in PS that have the already-typed word prefix as
their own prefix:

P2 (W) = {p; € PS : W € Prefix(t(p;))}

For example, in the case of the translation of the previous English sentence, if
the user types an M, the set of compatible suggestions PE(M ,1) will contain the
suggestions with target-language segments Mi, M7 sastre and Mz sastre es, since they
are the only proposals in PS starting with an M.

Except for very short sentences, the number of compatible suggestions usually
exceeds what users are expected to tolerate. Therefore, adequate strategies are nec-
essary in order to reduce the number of suggestions eventually offered to the user to
an appropriate value. The degree of success that can be achieved in this task will be
explored in greater depth in future work, but a naive distance-based approach that
ranks the suggestions in P2 (W) based solely on the position j of the current word in
the target sentence has already provided interesting results (Pérez-Ortiz et al., 2014).

Ranking suggestions. Under the distance-based approach, suggestions p; whose
source position o(p;) is closer (in terms of the absolute difference) to the position j in
the target sentence of W are prioritised.2 For example, in the case of the translation
mentioned above, if the user has just typed Mi s and is introducing the second word
of the translation, suggestions starting with sastre (originated at source position 2)
will be ranked before those starting with sano (originated at position 4).

Let M be the maximum number of suggestions that will eventually be offered to
the human translator. For the small values of M that are acceptable for a user-friendly

4We cannot in principle expect this ranker to work reasonably well on unrelated languages with
very divergent grammatical structures (e.g., when translating a language with a verb—subject—object
order into another one with a subject—verb—object order).
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interface, it may easily happen that all the suggestions offered are obtained starting at
the same source position (that closest to the current target position) although better
suggestions from different positions exist. In order to mitigate the impact of this,
the distance-based ranking is partially relaxed in the experiments in this paper in a
similar way as proposed by Pérez-Ortiz et al. (2014): only the longest and the shortest
suggestions from each position are in principle chosen; the rest of the suggestions,
if any, would only be offered if the number of maximum offered suggestions M is
not reached after exhausting the longest and shortest proposals from all compatible
positions.

4. Experiments

Although the main purpose of this paper is to introduce the architecture of our
ITP tool, in this section we show the results of an automatic evaluation carried on
using a black-box phrase-based SMT system as the only bilingual resource. This
evaluation will provide an idea of the best results attainable with our method by human
translators. The approach followed for the automatic evaluation is identical to that
described by Langlais et al. (2000), in which a parallel corpus with pairs of sentences
was used. In the context of our automatic evaluation, each source-language sentence
S is used as the input sentence to be translated and the corresponding target-language
T is considered as the output a user is supposed to have in mind and stick to while
typing. The longest suggestion in the list of offered suggestions which concatenated
to the already typed text results in a new prefix of T is always used. If there are
no suggestions at a particular point, then the automatic evaluation system continues
typing according to T. The performance of our system is measured by using the
keystroke ratio (KSR), that is, the ratio between the number of keystrokes and the
length of the translated sentence (Langlais et al., 2000).2

We have evaluated whether the domain of the corpora used to train the Moses-based
SMT system (Koehn et al., 2007) affects the KSR. For this, the phrase-based SMT
systems have been trained in the standard way, more exactly as described by Haddow
and Koehn (2012).¢ Only the best translation proposed by Moses for each segment
has been considered in our experiments. Tests have been performed with 3 different
systems: one trained and tuned with out-of-domain corpora, another trained with
out-of-domain corpora but tuned with in-domain corpora, and a third one trained and
tuned with in-domain corpora.

Both L and M are set to 4 following the recommendations from previous automatic
evaluations (Pérez-Ortiz et al., 2014). On the one hand, L = 4 represents a good com-
promise between computational load and usefulness of the suggestions; only marginal

5A lower KSR represents a greater saving in keystrokes.

6The method for the compression of translation phrase tables proposed by Junczys-Dowmunt
(2012) has also been used.
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performance improvement is attained when incrementing it, with the drawback of hav-
ing more equivalents to obtain through the bilingual resources, more suggestions to
filter out, etc. On the other hand, the performance with M = 4 has proved to be close
to that obtained considering all the possible candidate suggestions without posing a
significant hindrance for the human translators.

Corpora. From all the pairs considered in the work by Haddow and Koehn (2012)%,
English-Spanish (en—es) and English-Czech (en—cs) were chosen (in both translation
directions), as they are, respectively, the best and worst performing pairs in that work.
For English—Czech and English—Spanish, we used the most up-to-date version of the

corpora used by Haddow and Koehn (2012): the v7 release of the Europarl corpora.?

and the ACL2013 News Commentary corpora?. 2000 sentences from each corpora
were selected as tuning set, and 15000 from News Commentary were extracted as
test. The rest of the corpora was used as training set: in the case of Europarl, 623913
sentences for English-Czech, and 1912074 for English-Spanish; in the case of News

Commentary, 122 720 sentences for English—Czech and 155 760 for English—Spanish.

Results. The KSR values for the automatic evaluation are shown in table 1. As
expected, English-Spanish performed better (savings in keystrokes up to 48%) than
English-Czech (savings in keystrokes up to 31%) because it is generally easier to trans-
late between English and Spanish, and the available corpora were larger in this case as
well. Though statistically significant, the differences between the different in-domain
and out-of-domain systems are relatively small. For the purposes of comparison, the
rule-based MT system Apertium (Forcada et al., 2011) has been reported (Pérez-Ortiz
et al., 2014) to provide a KSR of 0.76 for English-Spanish and 0.70 for Spanish-English
when using, in both cases, L = 4 and M = 4; note, however, that Apertium is an
already-built general-purpose MT system, which makes it impossible to differentiate
between results for in-domain or out-of-domain scenarios.

5. Technical Issues and Implementation

In this section we describe Forecat, an open-source web-based tool that we have
implemented to demonstrate the validity of our ITP approach and incorporate its use
in real-life applications. Forecat can be used in three different ways as described next.

Firstly, it can be used as a simple web application for computer-assisted translation.
Under this perspective, our tool has a web interface similar to that in the projects

"In their paper, the influence of in-domain and out-of-domain corpora when training SMT systems
was evaluated.

Shttp://www.statmt.org/europarl/
9http://www.statmt.org/wmt13/translation-task.html
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’ H en—es \ es—en \ en—cs \ cs—en ‘
ep 0.70 | 0.53 | 0.78 | 0.69
ep+nc || 0.62 | 0.52 | 0.75 | 0.66
nc 0.62 | 0.52 | 0.76 | 0.64

Table 1. KSR values from the automatic evaluation of our ITP method. In the table, ep
stands for the system trained and tuned with Europarl (out-of-domain); nc for the one
trained and tuned with News Commentary (in-domain); and ep+nc for the one trained
with Europarl but tuned with News Commentary. In all cases, the test set consisted of
sentences extracted from the News Commentary corpus. For the purposes of comparison,
the rule-based MT system Apertium (Forcada et al., 2011) has been
reported (Pérez-Ortiz et al., 2014) to provide a KSR of 0.76 for English-Spanish and
0.70 for Spanish—English.

discussed in Section 2: users freely type the translation of the source sentence, and
are offered suggestions on the fly in a drop-down list with items based on the current
prefix; users may accept these suggestions (using cursor keys, the mouse or specific hot
keys) or ignore them and continue typing. A screenshot of the interface is shown in
Figure 1. Despite the cognitive load inherent to any predictive interface, the interface
is easy and intuitive to use, even for inexperienced users, as can be deduced from the
results of a preliminary user trial (Pérez-Ortiz et al., 2014).

Secondly, it can be deployed as a set of web services with an application program-
ming interface (API) that provides the basic functionalities for integrating our ITP
method in third-party applications. The web API that can be deployed with Forecat
has four GET services that use JSON-formatted? data. First, the list of available
language pairs has to be obtained by the client. Then, the sentence to translate is
submitted to the server and the total number of resulting proposals is returned. After
that, the list of suggestions to be offered according to the current typed prefix is re-
quested. If the user selects one of the suggestions, the server has to be notified about
this by the client through a fourth service.

Finally, we have recently started to build a web component from the existing code
of Forecat. Web components comply with a number of standardst whose objective is
to enable fully encapsulated and reusable components for the web.L2 See section 5.2
for additional details about Forecat’s web component.

0http: / /www.ecma-international.org/publications/standards/Ecma-404.htm
HSee http://www.w3.org/TR/components-intro/ for more information.

12Web components are called upon to dramatically change how developers build web applications
by allowing them to declaratively incorporate independent widgets into their applications with a
number of possibilities and advantages not possible with today’s established technologies.
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Sentence to translate

Police say collision of two prison vans near
Preston not suspicious, after four prison
officers and one prisoner injured.

Transiate  L:[£7] Languages: [Enpisno Spaneh Gperium 7]

Type the translation
La policia dice que la colisién de do

dos furgonetas de prision cerca
dos
dos furgonetas de prision

dos prision

Figure 1. Screenshot of the interface of our ITP web application showing a translation in
progress with some suggestions being offered. The top text box contains the source
sentence, whereas users type the translation into the bottom box.

5.1. Programming Languages and Frameworks

Forecat’s logic is mostly written in Java with the help of the Google Web Toolkit!2
(GWT), an open-source framework for developing web applications. At the core of
the framework is a compiler which translates Java code to JavaScript code which
runs flawlessly in current browsers. This allows for a twofold use of the Java code
that implements our resource-agnostic ITP method: on the one hand, it can be used
locally in Java when performing the automatic evaluation of our approach or when a
client calls the corresponding web services; on the other hand, the same code (except
for the module responsible of the translation of the segments) can be executed on the
browser in JavaScript when human translators interact with the tool either through
the web aplication or the web component, thus improving the performance of the tool.

A small part of Forecat, the one dealing with the interface of both the web ap-
plication or the web component, has been originally written in JavaScript, since we
decided not to use GWT for programming the elements of the interface in order to
decouple them from the implementation of the method.

5.2. Web Component

We envision Forecat’s future as a web component more than as a full web applica-
tion. This very recent technology allows us to define an encapsulated and interoperable
HTML5 custom element (in this case, a translation box) which can easily be imported
into any webpage to provide the functionalities of our ITP approach. Forecat code

Bhttp://www.gwtproject.org/
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already includes a working first prototype of an ITP component.t2 For this, it uses
Polymer,!2 an open-source Javascript library that simplifies the creation of web com-
ponents and makes it possible to benefit from them even in those browsers which do
not implement the latest version of the underlying standards. The interface of the
web component is similar to the bottom box in Figure 1, but the tool works in this
case as a standalone widget. The following code shows an example of a simple web-
page including a translation box that will offer suggestions as the user translates the

sentence My tailor is healthy into Spanish, if this pair is available in the component.

<!DOCTYPE html>
<html>
<head>
<script src="bower_components/platform/platform.js"></script>
<link rel="import" href="elements/translation-box.html">
</head>
<body>
<translation-box id="itp"></translation-box>
<script>
var component = document.querySelector('#itp');
component .addEventListener ('languagesReady', function (e) {
if (contains(e.detail,"en-es")) {
component.pair= "en-es";
component.sourceText= "My tailor is healthy.";
}
b;
</script>
</body>

The script element loads the Polymer library. The next line imports our web
component which provides the custom element translation-box used in the docu-
ment body. The JavaScript code waits for the languagesReady event fired by the
component when it is ready to operate and then changes its public attributes pair
and sourceText. The component observes changes in these attributes and then uses
their values to obtain the suggestions that will be offered to the translator. The dec-
laration of the component includes a template that contains an editable div element
where the translation will be typed.

14See the libjs/component directory in the Forecat code.

5http:/ /www.polymer-project.org/
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5.3. License Choice and Download

Forecat is licensed under version 3 of the GNU Affero General Public Licensel8

(AGPL). This license is fully compatible with the GNU General Public License (GPL)
and equally proposed by the Free Software Foundation, which in fact recommends?
that “developers consider using the GNU AGPL for any software which will commonly
be run over a network”. AGPL has been suggested as a means to close a loophole in
the ordinary GPL which does not force organisations to distribute derivative code
when it is only deployed as a web service. The entire code of the application can be
downloaded from the Github repository.8

6. Conclusions and future work

Resource-agnostic interactive translation prediction (ITP) is a low-cost approach
for computer-assisted translation. Forecat, the open-source resource-agnostic ITP tool
whose architecture has been discussed in this paper provides a convenient implemen-
tation of the ideas behind this approach in the form of a web application, a number
of web services, and a web component that can be easily integrated into third-party
solutions.

We plan to improve the ranking strategy shown in Section 3 by automatically
detecting the part of the input sentence being translated at each moment so that
segments that originate in those positions are prioritised. We intend to achieve this
by combining word alignment and distortion models. On the one hand, the former
will be used to determine the alignments between the last words introduced by the
user and the words in the input sentence. On-the-fly, light alignment models have
been proposed (Espla-Gomis et al., 2012) which do not require parallel corpora and
are based on the translation of all the possible segments of the sentence with the help
of black-box bilingual resources; these models would fit nicely into our ITP method.
On the other hand, distortion models, as those proposed by Al-Onaizan and Papineni
(2006), will be used to predict which source words will be translated next, partly by
using information from the alignment model.

We also plan to explore the impact of simultaneously using different black-box
bilingual resources. Different strategies will be evaluated in order to integrate the
available resources: combining the findings of the various translation resources into a
single suggestion as done by Nirenburg and Frederking (1994) in their multi-engine
MT system; using confidence-based measures in order to select the most promising
translations as performed by Blatz et al. (2004); or predicting the best candidates for
the translation of each particular segment by using only source-language information,

http: //www.gnu.org/licenses/agpl-3.0.html
17http:/ /www.fsf.org/licensing/licenses/
18https://github.com/jaspock/forecat /
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thus avoiding the need to consult every available resource, as explored by Sanchez-
Martinez (2011).

Although there is room for many future improvements, a distance-based ranker,
in spite of its simplicity, already provides encouraging results: according to the best
results of our automatic experiments, when a maximum of M = 4 suggestions are
offered and the system selects the longest one that matches the reference translation,
around 25-50% keystrokes could be saved depending on the language pair and on the
domain of the corpora used to train the SMT system used as bilingual resource.
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Abstract

This paper presents an open source implementation® of a neural language model for ma-
chine translation. Neural language models deal with the problem of data sparsity by learning
distributed representations for words in a continuous vector space. The language modelling
probabilities are estimated by projecting a word’s context in the same space as the word repre-
sentations and by assigning probabilities proportional to the distance between the words and
the context’s projection. Neural language models are notoriously slow to train and test. Our
framework is designed with scalability in mind and provides two optional techniques for re-
ducing the computational cost: the so-called class decomposition trick and a training algorithm
based on noise contrastive estimation. Our models may be extended to incorporate direct n-
gram features to learn weights for every n-gram in the training data. Our framework comes
with wrappers for the cdec and Moses translation toolkits, allowing our language models to be
incorporated as normalized features in their decoders (inside the beam search).

1. Introduction

Language models are statistical models used to score how likely a sequence of
words is to occur in a certain language. They are central to a number of natural lan-
guage applications, including machine translation. The goal of a language model in
a translation system is to ensure the fluency of the output sentences.

10ur code is publicly accessible at: https://github.com/pauldb89/oxlm
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Most machine translation systems today use highly efficient implementations of
n-gram language models (Heafield, 2011; Stolcke, 2002). N-gram language models
represent the target vocabulary as a discrete set of tokens and estimate the conditional
probabilities P(w;ilwi_1,...,Wi_n) via frequency counting. Kneser-Ney smoothing
(Chen and Goodman, 1999) is typically used to ameliorate the effect of data sparsity.
Querying n-gram language models is extremely fast as the only operations involved
are hashtable or trie lookups, depending on the implementation.

Neural language models (Bengio et al., 2003) are a more recent class of language
models which use neural networks to learn distributed representations for words.
Neural language models project words and contexts into a continuous vector space.
The conditional probabilities P(wilwi_1,...,w;i_y) are defined to be proportional to
the distance between the continuous representation of the word w; and the context
Wi_1,...,Wi—n. Neural language models learn to cluster word vectors according to
their syntactic and semantic role. The strength of neural language models lies in their
ability to generalize to unseen n-grams, because similar words will share the proba-
bility of following a context. Neural language models have been shown to outperform
n-gram language models using intrinsic evaluation (Chelba et al., 2013; Mikolov et al.,
2011a; Schwenk, 2007) or as part of other natural language systems such as speech rec-
ognizers (Mikolov et al., 2011a; Schwenk, 2007). In machine translation, it has been
shown that neural language models improve translation quality if incorporated as
an additional feature into a machine translation decoder (Botha and Blunsom, 2014;
Vaswani et al., 2013) or if used for n-best list rescoring (Schwenk, 2010). Querying
a neural language model involves an expensive normalization step linear in the size
of the vocabulary and scaling this operation requires special attention in order for a
translation system to maintain an acceptable decoding speed.

The goal of this paper is to introduce an open source implementation of a feed
forward neural language model. As part of our implementation, we release wrap-
pers which enable the integration of our models as normalized features in the cdec
(Dyer et al., 2010) and Moses (Koehn et al., 2007) decoders. Our framework is designed
with scalability in mind and provides two techniques for speeding up training: class-
based factorization (Morin and Bengio, 2005) and noise contrastive estimation (Mnih
and Teh, 2012). The class decomposition trick is also helpful for reducing the cost
of querying the language model and allows a decoder incorporating our feature to
maintain an acceptable decoding speed. In addition to this, our framework option-
ally extends neural language models by incorporating direct n-gram features (similar
to Mikolov et al. (2011a)).

2. Related work

In this section, we briefly analyze three open source neural language modelling
toolkits. We discuss how each implementation is different from our own and show
where our approach has additional strengths.
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CSLM (Schwenk, 2010) is an open source toolkit implementing a continuous space
language model which has a similar architecture to our own. CSLM employs a short-list
to reduce the computational cost of the normalization step. A short-list contains the
most frequent words in the training corpus. Schwenk (2010) reports setting the size of
the short-list to 8192 or 12288 words. The continuous space language model is used to
predict only the words in the short-list, while the remaining words are scored using a
back-off n-gram language model. We believe this optimization hurts the model where
the potential benefit is the greatest, as the strength of neural language models relies
in predicting rare words. In addition to this, CSLM may only be used to rescore n-best
lists and cannot be incorporated as a feature in a decoder.

NPLM (Vaswani et al., 2013) is another open source implementation of a neural lan-
guage model. In contrast to our implementation, Vaswani et al. (2013) do not explic-
itly normalize the values produced by their model and claim that these scores can
be roughly interpreted as probabilities. In practice, we observed that unnormalized
scores do not sum up to values close to 1 when the predicted word is marginalized
over the vocabulary. Our approach trades decoding speed for the guarantee of using
properly scaled feature values.

RNNLM (Mikolov et al., 2011b) is an open source implementation of a recurrent neu-
ral language model. Recurrent neural language models have a somewhat different
architecture where the hidden layer at step i is provided as input to the network at
step i + 1. RNNLM uses the class decomposition trick to speed up queries. The toolkit
also allows extending the language models with direct n-gram features. RNNLM has
been successfully used in speech recognition tasks (Mikolov et al., 2011a), and Auli
and Gao (2014) show that recurrent neural language models considerably improve
translation quality when integrated as an unnormalized feature into a decoder.

3. Model description

Our implementation follows the basic architecture of a log-bilinear language model
(Mnih and Hinton, 2007). We define two vector representations q,,, 1w € RP for ev-
ery word w in the vocabulary V. q,, represents w’s syntactic and semantic role when
the word is part of the conditioning context, while r,, is used to represent w’s role
as a prediction. For some word w; in a given corpus, let h; denote the conditioning
context wi_1,...,Wi_n. To find the conditional probability P(w;|h;), our model first
computes a context projection vector:

n—1
P=) Gy, (1)
j=1

where C; € RP*P are position-specific transformation matrices. Our implementation
provides an optional flag which applies a component-wise sigmoid non-linearity to
the projection layer, transforming the model into one similar to Bengio et al. (2003).
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The model computes a set of similarity scores indicating how well each word w € V
matches the context projection of h;. The similarity score is defined as:

d(w, hi) =1,p + by, )

where b,, is a bias term incorporating the prior probability of w. The similarity scores
are transformed into a probability distribution using the softmax function:

exp(d(wi, hy))
2 wev expld(w, hy))

P(wilhi) = 3)

The complete set of parameters is (Cj, Q,R,b), where Q,R € RP*IViand b € RIVI.
The model is trained using minibatch stochastic gradient descent to minimize the neg-
ative log-likelihood of the training data. L, regularization is used to prevent overfit-
ting.

3.1. Class based factorization

The difficulty of scaling neural language models lies in optimizing the normal-
ization step illustrated in Equation 3. Our implementation relies on class based de-
composition (Morin and Bengio, 2005; Goodman, 2001) to reduce the cost of normal-
ization. We partition our vocabulary in K classes {C1, ..., Cx} using Brown clustering

(Liang, 2005; Brown et al., 1992) such that V = U]f:] CiandCiNC; = o,V <i<j <K
We define the conditional probability as:

P(wilhi) = P(cilhi)P(wilci, hy), (4)

where c; is the index of the class w; is assigned to, i.e. wy € C.,. We associate a
vector representation s, and a bias term t. for each class c. The class conditional
probability is computed reusing the prediction vector p by means of a scoring function
P(c,hi) = sl p + t. Each conditional distribution is now normalized separately:

exp(P(ci, hi))
Y exp(i(cy, hi))
exp(d(wi, hy))
S vec., ©Xpld0whi))

P(cilhi) = )

P(wilci, hy) = (6)

The best performance is achieved when K ~ /|V| and the word classes have roughly
equal sizes. In that case, the normalization cost for predicting a word is reduced from

O(IVI) to O(y/IVI).
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3.2. Noise contrastive estimation

Training neural language models using stochastic gradient descent is slow because
the entire matrix R € RP*IVlis modified with every gradient update. The class based
factorization reduces the cost of computing the gradient of R to O(D x +/[V]). In
our implementation, we provide an optimization for computing the gradient updates
based on noise contrastive estimation, a technique which does not involve normalized
probabilities (Mnih and Teh, 2012). Noise contrastive training can be used with or
without class based decomposition.

The key idea behind noise contrastive estimation is to reduce a density estimation
problem to a classification problem, by training a binary classifier to discriminate be-
tween samples from the data distribution and samples from a known noise distribu-
tion. In our implementation, we draw the noise samples n; from the unigram distri-
bution denoted by P, (w). Following Mnih and Teh (2012), we use k times more noise
samples than data samples, where k is specified via an input argument. The posterior
probability that a word is generated from the data distribution given its context is:

P(wilhi)
P(C = 1lwi, hy) = 7
(€= Te h) = BT + kP (we) @
Mnih and Teh (2012) show that the gradient of the classification objective:
m km
J(6) =) logp(C =16,wi,hi)+ Y logp(C =06,ni,hs) ®)
i=1 i=1

is an approximation which converges to the maximum likelihood gradient as k — oo.
Noise contrastive estimation allows us to replace the normalization terms with model
parameters. Mnih and Teh (2012) showed that setting these parameters to 1 results
in no perplexity loss. In our implementation of noise contrastive training, we simply
ignore the normalization terms, but this optimization is not applicable at test time.

3.3. Direct n-gram features

Direct features (or connections) for unigrams were originally introduced in neural
language models by Bengio et al. (2003). Mikolov et al. (2011a) extend these features
to n-grams and show they are useful for reducing perplexity and improving word
error rate in speech recognizers. Direct n-gram features are reminiscent of maximum
entropy language models (Berger et al., 1996) and are sometimes called maximum
entropy features (e.g. in Mikolov et al. (2011a)).

The basic idea behind direct features is to define a set of binary feature functions
f(w, h) and to assign each function a weight from a real valued vector u. In our im-
plementation, we define a feature function f(w,h) for every n-gram in the training
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data, up to some order specified by an input argument. To account for word classes,
we also define a set of n-gram features g_(w, h) and a vector of weights v, for each
word cluster c. An n-gram (w, h) has a corresponding feature function g (w, h) only
if w € C.. To incorporate the features into our model, we update the scoring functions
as follows:

P(ci, hy) :inp—i—tci +u' f(wi, hy) )
d(wi,hi) =15, p + by, + v 8. (Wi, hi) (10)

Otherwise, our model definition remains unchanged. The weight vectors u and v,
are learned together with the rest of the parameters using gradient descent. From
the perspective of the machine translation system, the language model is extended to
learn weights for every n-gram in the training data, weights which bear a similar role
to the frequency counts used by traditional n-gram language models.

4. Implementation details
4.1. Training language models

Our language modelling framework is implemented in C++. Compiling it will re-
sult in a number of binaries. train_sgd, train_factored sgdand train_maxent sgd
are used for training language models, while the other binaries are useful for evalu-
ation and debugging. Due to lack of space, we will only discuss the most important
arguments provided in the training scripts. For a complete list of available options
and a short description of each, any binary may be run with the --help argument.
Examples of intended usage and recommended configurations are released together
with our code.

train_sgd is used to train neural language models without class factorization or
direct features. The binary reads the training data from the file specified via the - -
input parameter. The optional - -test-set parameter is used to specify the file con-
taining the test corpus. If specified, the training script computes the test set perplexity
every 1000 minibatches and at the end of every training epoch. The - -model-out ar-
gument specifies the path where the language model is saved. The language model
is written to disk every time the test set perplexity reaches a new minimum. The - -
order parameter specifies the order of the model, the - -word-width parameter spec-
ifies the size of the distributed representations and the --lambda-1bl parameter is
the inverse of the variance for the L, regularizer. If - -noise-samples is set to 0, the
model is trained using stochastic gradient descent. Otherwise, the parameter specifies
the number of noise samples drawn from the unigram distribution for each training
instance during noise contrastive training.

Factored models are trained with the train_factored_sgd binary. In addition to
the previous arguments, this script includes the --class-file option which points
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to the files containing the Brown clusters. The expected format matches the output
format of Liang (2005)’s agglomerative clustering tool?. If the - -class- file argument
is not specified, the user is required to set the - -classes argument. In this case, the
word clusters are obtained using frequency binning.

Factored models incorporating direct features are trained with train_maxent_sgd.
We implement two types of feature stores for storing the weights of the n-gram fea-
tures. Sparse feature stores use identity mapping to map every n-gram with its corre-
sponding weight. Collision stores hash the n-grams to a lower dimensional space in-
stead, leading to potential collisions. If configured correctly using the - -hash-space
parameter, collision stores require less memory than sparse feature stores, without
any perplexity loss. If the argument is set to 0, sparse stores are used instead. The - -
min-ngram- freq argument may be used to ignore n-grams below a frequency thresh-
old, while - -max-ngrams may be used to restrict the number of direct features to the
most frequent n-grams in the training data.

4.2. Feature wrappers for cdec and Moses

Our language models may be incorporated into the cdec and Moses decoders as
normalized features to score partial translation hypotheses during beam search. The
decoders often keep the conditioning context unchanged and create new translation
hypotheses by adding new words at the end of the conditioning context. We signifi-
cantly speed up decoding by caching the normalization terms to avoid recomputing
them every time a new word is added after the same context. The normalization cache
is reset every time the decoders receive a new sentence as input.

Compiling our framework results in the libcdec_ff_1bl. so shared library which
is used to dynamically load our language models as a feature in the cdec decoder. To
load the feature, a single line must be added to the decoder configuration file speci-
fying the path to the shared library, the file containing the language model and the
type of the language model (standard, factored or factored with direct features). A
complete cdec integration example is provided in the documentation released with
our code.

The feature wrapper for Moses is included in the Moses repository2. To include
our language models in the decoder, Moses must be compiled with the - -with-1bllm
argument pointing to the location of the oxlm repository. The decoder configuration
file must be updated to include the feature definition, the path to the file containing
the language model and the initial feature weight. A complete example on how to
integrate our language models in Moses is provided in the documentation released
with our code.

2The tool is publicly available at: https://aithub.com/percyliang/brown-cluster

3The feature wrapper is accessible here: https://github.com/moses-smt/mosesdecoder/tree/
master/moses/LM/ox1lm
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4.3. Optimizations

Our framework includes several smaller optimizations designed to speed up train-
ing and testing. We provide an optional - -diagonal-contexts argument which in-
forms the framework to learn a model with diagonal context matrices. This optimiza-
tion significantly speeds up querying the language model and helps the training al-
gorithm converge after fewer iterations without any loss in perplexity.

Our implementation leverages the benefits of a multithreaded environment to dis-
tribute the gradient calculation during training. The training instances in a minibatch
are shared evenly across the number of available threads (specified by the user via
the - -threads parameter). In our gradient descent implementation, we use adaptive
learning (Duchi et al., 2011) to converge to a better set of parameters.

We rely on Eigen, a high-level C++ library for linear algebra, to speed up the matrix
and vector operations involved in training and querying our models. Where possible,
we group together multiple similar operations to further speed up the computations.

Finally, we speed up the process of tuning the translation system feature weights
by taking advantage of the fact that the development corpus is decoded for several it-
erations with different weights. As a result, the n-grams scored by the language model
often repeat themselves over a number of iterations. We maintain sentence-specific
caches mapping n-grams to language model probabilities which are persistent be-
tween consecutive iterations of the tuning algorithm. A persistent cache is loaded
from disk when a sentence is received as input and saved back to disk when the sys-
tem has finished decoding the sentence. This optimization massively speeds up the
process of tuning the translation system and can be enabled via the --persistent-
cache flag in the decoder configuration file.

5. Experiments

In this section, we provide experimental results to illustrate the strengths of our
language modelling framework. We report perplexities and improvements in the
BLEU score when the language model is used as an additional feature in the decoder.
We also report the training times for stochastic gradient descent and noise contrastive
estimation. Finally, we compare the average time needed to decode a sentence with
our language modelling feature against a standard system using only an efficient im-
plementation of a backoff n-gram model.

In our experiments, we used the europarl-v7 and the news - commentary-v9 French-
English data to train a hierarchical phrase-based translation system (cdec). The cor-
pus was tokenized, lowercased and filtered to exclude sentences longer than 80 words
or having substantially different lengths using the preprocessing scripts available in
cdec?. After preprocessing, the training corpus consisted of 2,008,627 pairs of sen-

4We followed the indications provided here: http://www.cdec-decoder.orqg/quide/tutorial.html
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Model Training | Training time | Perplexity | BLEU

algorithm (hours)

KenLM - 0.1 267.814 24.75
FactoredLM SGD 34.1 226.44 25.2
FactoredLM NCE 1 94 258.623 25.25
FactoredLM NCE 10 12.5 245.748 25.06
FactoredLM NCE 50 18.1 241.481 25.23

DirectFactoredLM SGD 42.0 210.275 25.46

Table 1. Training time, perplexities and BLEU scores for various models.

tences. The corpus was aligned using fast_align (Dyer et al., 2013) and the align-
ments were symmetrized using the grow-diag- final-and heuristic. We split the new-
stest20122 data evenly into a development set and a test set, by assigning sentences
to each dataset alternatively. The translation system is tuned on the development set
using MIRA. We report average BLEU scores over 3 MIRA runs.

The baseline system includes an efficient implementation (Heafield, 2011) of a 5-
gram language model (KenLM). The language models are trained on the target side
of the parallel corpus, on a total of 55,061,862 tokens. Before training the neural lan-
guage models, singletons are replaced with a special <unk> token. The neural lan-
guage model vocabulary consists of 57,782 words and is factored into 240 classes using
Brown clustering. In our experiments, we set the order of the neural language models
to 5, the dimensionality of the word representations to 200 and make use of diagonal
contexts. The standard factored language model is labelled with FactoredLM. Direct-
FactoredLMis an extension incorporating direct n-gram features. In our experiments,
we define a feature function for every n-gram (n < 5) observed at least 3 times in the
training corpus. The feature weights are hashed into a collision store with a capacity
of 5 million features.

Table 1 summarizes the results of our experiments. We indicate the algorithm used
to train each neural language model. Stochastic gradient descent is denoted by SGD,
while noise contrastive estimation is denoted by NCE and followed by the number
of noise samples used for estimating the gradient for each data point. In both cases,
the gradient optimization was distributed over 8 threads and the minibatch size was
set to 10,000 data points. We note that noise contrastive estimation leads to models
with higher perplexities. However, that has no effect on the overall quality of the
translation system, while massively reducing the training time of the neural language
models. Overall, we observe a BLEU score improvement of 0.7 when a factored lan-
guage model with direct n-gram features is used in addition to a standard 5-gram
language model.

5The corpus is available here: http://www.statmt.org/wmt14/translation-task.html
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Model \ Decoding time (seconds)
KenLM 0.447
FactoredLM 3.356
DirectFactoredLM 6.633

Table 2. Average decoding speed.

Table 2 shows the average decoding speed with our neural language modelling
features. The average decoding time is reported on the first 100 sentences of the devel-
opment set. Overall, the neural language models slow down the decoder by roughly
an order of magnitude.

In conclusion, this paper presents an open source implementation of a neural lan-
guage modelling toolkit. The toolkit provides techniques for speeding up training and
querying language models and incorporates direct n-gram features for better trans-
lation quality. The toolkit facilitates the integration of the neural language models
as a feature in the beam search of the cdec and Moses decoders. Although our lan-
guage modelling features slow down the decoders somewhat, they guarantee that the
probabilities used to score partial translation hypotheses are properly normalized.
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Abstract

This paper revisits the projection-based approach to dependency grammar induction task.
Traditional cross-lingual dependency induction tasks one way or the other, depend on the ex-
istence of bitexts or target language tools such as part-of-speech (POS) taggers to obtain reason-
able parsing accuracy. In this paper, we transfer dependency parsers using only approximate
resources, i.e., machine translated bitexts instead of manually created bitexts. We do this by
obtaining the the source side of the text from a machine translation (MT) system and then ap-
ply transfer approaches to induce parser for the target languages. We further reduce the need
for the availability of labeled target language resources by using unsupervised target tagger.
We show that our approach consistently outperforms unsupervised parsers by a bigger margin
(8.2% absolute), and results in similar performance when compared with delexicalized transfer
parsers.

1. Introduction

Inducing dependency structures has been an important topic of research within
the parsing community for many years. Dependency parsers that can produce de-
pendency structures for novel sentences often rely on manually constructed treebanks
for training the parsers. Unlike other annotation tasks such as POS tagging, treebank
annotation is much more complex and expensive. Zeman et al. (2012) identified the
availability of treebanks for 30 languages. However, still majority of languages do
not have treebanks. Thus, inducing treebanks for languages that have small or no
training data is definitely a challenging task. Though fully unsupervised dependency
parsing approaches (Marecek and Straka, 2013; Spitkovsky et al., 2013, Blunsom and
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Figure 1. Schematic depiction of how the target parse trees are obtained

Cohn, 2010) are quite attractive for they don’t require any hand annotated data for
training, their quality is still lower than other class of approaches mainly known as
cross-lingual syntactic transfer techniques. This is a useful alternative in transferring
syntactic knowledge from one or more languages.

Hwa et al. (2005) used parallel corpus and word alignments to project English
parse trees to Spanish and Chinese. They have also used small number of language
specific transformation rules to reduce projection errors due to different annotation
choices in the treebanks. Most of the earlier transfer based approaches (Ganchev et al.,
2009; Kuhn, 2004) heavily rely on bitexts or some other target! language resources
(such as POS taggers).

Transfer based techniques such as Zeman and Resnik (2008) and McDonald et al.
(2011b) decouple this target language resource requirement by directly parsing tar-
get sentences via delexicalized source parser (trained with source POS tag sequence).
Delexicalized parsing depends only on target POS tagger which uses the same POS
tagset as the source language tagger. Augmenting delexicalized parsers by cross-
lingual clusters (Tackstrom et al., 2012), bilingual lexicon (Durrett et al., 2012) and
target adaptation techniques (Tackstrom et al., 2013) further improved the delexical-
ized parsers. Most of the recent works on transfer parsers sought to reduce POS an-
notation differences between source and target languages by mapping to a common
coarse-grained tagset (Petrov et al., 2012). Addressing annotation differences at the
structural level in transfer parsers is still an open problem, though there are some
early attempts such as Smith and Eisner (2009) and more recently Zeman et al. (2012);
McDonald et al. (2013) through treebank harmonization and by common annotation
standards.

It has been well established from previous works that the availability of bitexts
or target POS taggers (or both) is very crucial for transferring dependency parsers
from one or multiple source languages. Imagine a situation where we don't have di-
rect access to bitexts or a target POS tagger but only to a translation system from a
resource-poor (RP) language to a resource-rich (RR) language. This presents an inter-
esting scenario for the existing transfer based approaches. In this paper, we propose
to combine bitexts obtained from machine translation and target POS obtained from

Ltarget refers to language(s) for which we would be interested in inducing dependency parser. source in
other words refers to language(s) from which we will transfer the dependencies. It is also assumed that
target languages are resource-poor whereas source languages are resource-rich.
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unsupervised clusters to obtain transfer parsers. We use MT system to translate target
language texts to resource-rich source language texts (for which parsers and taggers
are available). Our overall approach is similar to Hwa et al. (2005) and McDonald et al.
(2011b), but the main difference lies is in the nature of bitexts we use for transferring
the parsers.

Later in the results section, we show that this approach outperforms state-of-the-
art unsupervised approaches even though we use only approximate bitexts for our
transfers.

2. Dependency Transfer With Machine Translated Texts

The heart of our approach lies in how we obtain bitexts and target POS taggers
(for resource-poor languages), which are crucial for transfer parsers. Unlabeled data
is available in plenty even for resource-poor languages. We obtain both the resources
from unlabeled target texts only. For word aligned bitexts, we first translate target
texts into English via an MT system, in our case Google Translate APL.2 Our system
is single source, i.e., all our experiments are carried out with English as a source lan-
guage against a variety of target languages. For word alignments, we use alignment
links provided by the MT system. If word alignments are not provided by the MT
system, then any automatic word aligners can be used to obtain the word alignments.
We parse translated English source texts using the parsing model trained on the En-
glish treebank from CoNLL shared task (Nivre et al., 2007). Our overall approach is
depicted in Figure 1.

We obtain fully connected target language parse trees by projecting English parse
trees onto target sentences via word alignment links. Before projection, we initialize
the target tree by connecting all the target tokens to the default root node of the tree.
The projection algorithm then starts from the source root and visits all the source
nodes in a pre-order fashion while making adjustments to parents in the target tree.

In the case of 1-M alignments, we first determine the head of the chunk on the
target side and connect the remaining members of that chunk to the chunk head. We
make a simplistic assumption about chunk head: i.e., we consider the last member (its
absolute position should also be higher than other members) to be the chunk head.
Unlike Hwa et al. (2005), we do not add empty nodes on the target in the case of
determining target parents for 1-M and unaligned source nodes. We do that so for
simplifying the evaluation of target trees.

We use the projected target trees to train various parsing models. Previous works
have mostly relied on using target POS taggers for training the parsers. McDonald
et al. (2011b) demonstrated that POS information alone carries much of the syntactic
information, thus making use of target POS taggers considerably improved the accu-
racy of the target parse trees. To make our work applicable in realistic scenarios, we

2Google Translate API - https://developers.qoogle.com/translate/
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# ar bg ca cs da de
Sentences 3.0K 13.2K 149K  25.6K 55K  38.0K
Tokens 116.8K 196.2K 443.3K 437.0K 100.2K 680.7K
Train/ Test(%) 96/4 97/3  88/12 99/1 94/6 95/5
# el es et fi hi hu
Sentences 29K 16.0K 1.3K 43K 13.3K 6.4K
Tokens 702K 4778K 095K  58.6K 294.5K 139.1K
Train/ Test(%) 93/7 90/10 90/10  90/10 91/9 94/6
# it nl pt sl sv tr
Sentences 3.4K 13.7K 9.4K 1.9K 11.4K 59K
Tokens 76.3K 200.7K 2125K 351K 197.1K  69.7K

Train/ Test(%) 93/7 97/3 97/3  79/21 97/3 95/5

Table 1. Target language treebank texts that are translated to English using MT system

induce target POS information using unsupervised techniques. Unsupervised POS
tagging is arguably less complex than inducing tree structures and previous works
on unsupervised POS techniques (Blunsom and Cohn, 2011; Clark, 2000) have proven
to be effective even in practical applications. In this work, we use unsupervised target
POS tags instead of supervised or universal POS tags, but for the sake of compari-
son, we also provide results with supervised and universal POS tags. We experiment
with various tagset size and show results for the tagset size that gives the best average
accuracy on target languages. Our approach can be used within the transfer frame-
work for languages that lack even POS taggers, thus making the approach suitable for
languages that do not have any labeled target language resources.

3. Experiments

We use 18 treebanks (see Table 1) for most of our experiments. In certain exper-
iments, we show results for a subset of those languages for comparison with other
works. For training/testing, we use the same data split as described in Zeman et al.
(2012). The target language treebanks we use mostly come from past CoNLL shared
tasks (2006, 2007 and 2009). For Hindi, we have used the latest version (ICON 2012) of
the treebank instead of the version mentioned in Zeman et al. (2012). All our results
show only unlabeled attachment score (LIAS) accuracies — similar to other works in the
field.

3.1. Projection

The schema of the projection procedure is depicted in Figure 1. It consists of four
steps:

96



Ramasamy, Marecek, Zabokrtsky

Dependency Transfer Using MT Texts (93-104)

Baseline

Projection (+ reparsing)

Lang. ubDpr sup
left right unsup40 dir proj univ  sup ‘ gold
ar 52 588 341 51.8 40.3 56.1 583 | 60.0 74.2
bg 179 388 567 46.4 414 553 53.6 | 56.3 815
ca 247 288 246 56.9 46.0 - 59.0 | 60.2 87.6
cs 241 289 55.0 454 514 547 584 | 623 749
da 132 479 420 41.6 36.9 41.6 421 | 431 798
de 242 189 435 46.4 43.0 478 48.7 | 50.1 84.2
el 320 185 309 49.2 52.0 59.2 654 | 652 785
es 247 29.0 363 56.9 47.0 - 582 | 59.0 88.1
et 341 174 63.8 54.8 58.0 - 583 | 66.0 729
fi 393 136 367 37.1 43.1 - 39.5 | 46.2 60.7
hi 244 273 156 24.9 24.6 - 28.0 | 283 75.1
hu 4238 53 347 43.4 41.1 482 512 | 532 752
it 23.0 374 497 55.6 53.1 53.7 593 | 620 80.5
nl 279 247 276 60.9 53.2 - 59.3 | 614 767
pt 258 311 398 61.8 56.4 622 629 | 665 842
sl 244 266 459 444 50.4 457 531 | 56.6 76.7
sv 259 278 491 53.9 48.2 56.8 543 | 55.8 827
tr 65.1 20 423 46.0 51.4 - 572 | 57.0 755
avg 277 268 405 48.7 46.5 52.8 53.7 | 56.1 783

Table 2. UAS for baselines, supervised/unsupervised parsers and various projected

parsing models. Resource requirements for projection under various settings:
unsup40 requires bitext, source parser and unsupervised target tagger; dir proj

requires only bitext; univ requires bitext, source parser, and universal source/target
taggers; sup (column 8) requires bitext, source parser, and target tagger; the resource

requirements for gold is similar to sup but requires gold POS during testing. sup

(column 10) is a regular supervised parser results. UDP shows results for
unsupervised dependency parsing. Numbers in bold indicate the best accuracy for
each row (excluding columns 9 and 10).

1. The target language corpus is translated to English using Google Translate API
v1l. The API provides also alignment links, which will be used for projection.
The translated English sentences are then tokenized and the original alignment
links are adjusted.? For the translation task, we confined ourselves to translating
only the treebank data, but much larger texts can be used in the future.

3For instance, when a punctuation is separated from a form on the English side, we link the separated
punctuation to the corresponding punctuation on the treebank data.
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2. English sentences are tagged by the Morce tagger (Spoustova et al., 2007) and
parsed by the MST parser (McDonald et al., 2005). For parsing English, we used
the parser model trained on the version of Penn treebank supplied during the
CoNLL 2007 shared task (Nivre et al., 2007).

3. English dependency trees are projected to the target language sentences (only
the training part of the treebank) using the alignment links.

4. Three target parser models are trained (using MST parser with 24 order and
non-projective setting) on the projected target corpus with different POS anno-
tations (next subsection).

3.2. Training with different POS tags

To tag target test data, we train two supervised taggers and one unsupervised tag-
ger on the training section of the target treebanks.

¢ Supervised POS: We train Stanford tagger (Toutanova and Manning, 2000) on
the training section of the treebanks.

* Universal POS: We first convert the annotated training data to universal POS
tags (Petrov et al., 2012) and train the tagger on it.

¢ Unsupervised POS tagger: We use unsupervised hidden Markov model (HMM)
POS tagger by Blunsom and Cohn (2011). Not knowing which tagset size is suit-
able for the projected treebanks, we obtain POS tags for different arbitrary tagset
size: 20, 40, 80 and 160. Besides the training and testing parts of the treebanks?,
we used additional monolingual texts from W2C Wikipedia corpus (Majli§ and
Zabokrtsky, 2012) to enlarge the size of the data to one million words for each
language.

3.3. Direct transfer of delexicalized parser

We train delexicalized English parsers under two settings. In the first setting, we
convert the POS tags of CoNLL 2007 English data into universal POS tags using the
mapping provided by Petrov et al. (2012), strip all the word forms and train the parser.
In the second setting, we first tag the English translations from Google Translate using
the Morce tagger (Spoustovd et al., 2007), convert them to universal POS tags and after
stripping all the word forms, we train delexicalized parser on them. We obtain target
universal POS tags using the universal POS tagger trained from the training part of
the target treebanks. So, the main difference between McDonald et al. (2011b) and
our approach is that they obtained target POS tags by POS projection from English,
whereas we used POS information from target language treebanks and trained uni-

4The unsupervised POS tagger by Blunsom and Cohn (2011) does not produce a trained POS model.
Given an unlabeled data and tagset size, the tagger produces unsupervised tags for the unlabeled data.
Our unlabeled data included the training/testing part of the treebanks and some additional monolingual
corpus.
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versal POS taggers on them. At the moment, our experiments on unsupervised POS
taggers deal with varying tagset size, and it would also be interesting in the future
to make a comparison with different unsupervised approaches such as unsupervised
POS projection (Das and Petrov, 2011).

3.4. Unsupervised parsing

To compare the projection results with a completely unsupervised approach, we
used the software for dependency grammar induction by Marecek and Straka (2013).2
We run the experiments in the same manner as they described for all our testing lan-
guages.

4. Results

Our major results are presented in Table 2 and 3. The left and right baselines in
Table 2 indicate that some languages have a strong preference for either left or right
branching.

* sup presents UAS scores from a supervised parser trained on the training portion

of the target treebanks.

¢ UDP presents UAS scores achieved in unsupervised dependency parsing (Marecek

and Straka, 2013) on the test portion of the target treebank data.

* Projected results under different settings

- unsup40 presents UAS scores for parsing the test data with unsupervised
POS tags (tagset size 40). We also experimented with different tagset size:
20, 80 and 160. We chose the tagset size that gave the best average accuracy.
— dir proj shows UAS scores from directly projecting translated English test
data onto target test sentences.
- univ: test data is tagged by universal POS tagger before parsing.
— gold: test data is tagged with gold POS tags before parsing.
— sup: test data is tagged by supervised POS tagger before parsing.
For the sake of comparison, we reproduce delexicalized parser results on our data
with two settings: (i) delexicalized parser trained on the POS tags of CoNLL 2007 (Nivre
et al., 2007) English data and (ii) delexicalized parser trained on the POS tags of En-
glish translations obtained from the MT system. The results are shown in Table 3. For
both settings, we obtain target POS tags in a supervised manner. We also provide
delexicalized parser results from McDonald et al. (2011a). One intriguing aspect of
these results is that delexicalized parsers obtained from the machine translated texts
perform better than the delexicalized parser obtained from the CoNLL 2007 data (48.4
vs. 47.8). McD 2011 has better overall results compared to our delexicalized parsers.
We attribute this to difference in parser training parameters as well as the usage of

Shttp://ufal.mff.cuni.cz/udp/
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Lang. Delex CONLL Delex GT McD 2011

ar 29.1 31.9 -
bg 52.8 514 -
cs 35.6 35.4 -
da 44.6 39.7 45.5
de 475 48.1 47.5
el 59.0 60.5 65.2
es - - 52.4
hu 45.0 46.2 -
it 529 57.2 56.3
nl - - 66.5
pt 65.4 63.5 67.7
sl 36.5 442 -
sv 57.7 54.5 59.7
avg 47.8 484 57.6

Table 3. Delexicalized direct transfer parsers comparison (unlabeled attachment score
- UAS). Delex CoNLL - delexicalized parser trained on the CoNLL 2007 (Nivre et al.,
2007) data. Delex GT - delexicalized parser trained on the POS tags of English
translations obtained using Google Translate API. McD 2011 - results from McDonald
etal (2011a).

POS projection instead of a supervised POS tagger. When we make an overall com-
parison (Tables 2 & 3), the advantages of training the supervised taggers (both original
and universal POS) are clearly visible. However, unsup40 outperforms UDP by 8.2%
absolute UAS score, and also gives slightly better results with respect to delex CoNLL
and delex GT. Remember, both delex CONLL and delex GT use supervised target taggers,
that means, unsup40 does not use any labeled target resources, but still performs bet-
ter than other strategies. This suggests that, the syntactic projection which crucially
relies on bitexts can still be beneficial even in the absence of high quality bitexts.

5. Discussion

From the results given in the previous section we can see that the average UAS
of parsing models trained on the projected trees outperforms left and right baselines,
while it is well below the supervised parser UAS, which was expected. In most cases it
is above the unsupervised parser UAS, which was not guaranteed before performing
our experiments. The performance difference between using hand-designed POS tags
of the original treebanks and unsupervised tags (induced from large unannotated
data) is surprisingly small.

Many techniques have been proposed in the past to address variety of resource
poor scenarios, to which we would like to add one more scenario, the availability of an
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MT system from a resource-poor language to a resource-rich language. To summarize,
if one wants to parse a text in a language, the following procedure typically leads to
the best performance:
1. If there is a treebank for the language, use it for training a supervised parser.
2. If there is no treebank, but a POS tagger exists, then develop a conversion to the
universal tagset and use the delexicalized parser.
3. If the tagger is not available, but an MT system from the language to English
exists, then use our approach.
4. If none of the previous steps is applicable, then use unsupervised parsing.
There are published treebanks for around 40 languages, and there are more than
70 languages supported by Google Translate. So one can expect around 30 languages
for which either step 2 or 3 leads to state-of-the-art results. Given the quick growth of
the number of languages covered by Google Translate, we believe that our approach
will be viable for more and more languages.
In addition, our approach might be helpful for languages whose treebanks and
taggers are available only under very restrictive licenses.

6. Conclusion

In this paper, we have considered the dependency induction task for a specific
resource-poor scenario in which only MT system from a resource-poor language to
a resource-rich language is available. We have used machine translated bitexts as a
substitute for high quality bitexts, and used source language MT outputs and target
language texts as a basis for projection-based transfer approach. The experimental re-
sults show that, in realistic scenarios, the projection-based transfer can be combined
with unsupervised target POS tagger to achieve better parsing performance than un-
supervised parser and similar performance as delexicalized transfer parsers. In the
future, it would be interesting to compare transfer parsers induced from human trans-
lated bitexts and machine translated bitexts and ascertain whether MT outputs can be
used as a substitute for tasks which require bitexts.
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Abstract

A language description based on a formally defined framework has many advantages: The
possibility to check the inner consistency of the model as well as the possibility of comparison
with other models or with pure descriptive approaches belong to its main priorities.

Roland Wagner’s contribution published in the last issue of this journal — focusing (among
other ideas) on the role of Czech reflexives — presents several critical remarks concerning the
Functional Generative Description. These remarks represent a good challenge for the authors
developing this model to fill empirical gaps and to make clear some theoretical presupposi-
tions concerning valency frames of verbs and their respective reflexive counterparts that are
primarily addressed by Roland Wagner’s critical survey.

1. Introduction

Roland Wagner’s (RW in sequel) account how the Czech reflexives se/si are an-
alyzed within the theoretical framework of the Functional Generative Description
(FGD in sequel) — summarized in his article (Wagner, 2014) as Principle 2 — is cor-
rect: (i) Those reflexives that are either parts of a lexical entry of a verb lemma, see
examples (1) and (2), or those that are grammatical markers of generalized Actors,
see (3), are considered reflexive particles, while (ii) the reflexives se/si representing
the valency complementation coreferential with the subject of the sentence (or with
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another embedded subject), see examples (4) and (5), are interpreted in FGD as re-
flexive pronouns expressing the respective syntactic function in the sentence.

(1) Jan se smil
John refl laughed
En. John was laughing.

(2) Dny  se wvlété prodluzuji.
daytime refl in summer prolong
En. Daytime is becoming longer in summer.

(3) Termin odesliani Clanku se prodlouZil.
the deadline for submitting a paper refl extended
En. The deadline for submitting a paper was extended.

(4) Petr se kazdé rino myl studenou vodou.
Peter refl every morning washed with cold water
En. Peter washed himself with cold water every morning.

(5) Matka natidila Petrovi umyt se.
mother ordered Peter wash refl
En. The mother ordered Peter to wash himself.

Further, the overall claim that according to FGD “differences in valency frames
correlate with differences in lexical meaning [...]” (Principle 1 in RW’s text) reflects
one of the main ideas of the valency theory of verbs in FGD and its consequence (pos-
tulated by the author) that a single lexical unit of a verb cannot be assigned with more
than one valency frame is entirely acceptable. However, the notion of (grammatical)
meaning and its reflection in valency frames of verbs require clarification.

In valency lexicons elaborated within FGD — henceforth we (similarly as RW) refer
to the valency lexicon of Czech verbs, VALLEX! - valency frames are modeled as a
sequence of valency slots; each slot stands for one complementation and consists of:

e the semantic relation to its governing verb (labeled by a functor),

¢ the information on the type of valency complementation with respect to its obli-

gatoriness, and

* possible morphemic forms which are specified for the complementations whose

form is prescribed by the verb.
However, in the strict sense, only the information on the number and the type of va-
lency complementations is relevant for grammatically structured meaning (the tec-
togrammatical layer of FGD) of the verb; the information on possible morphemic
form(s) of a valency complementation characterizes its surface syntactic expression.
As it is the correlation between functors and morphemic forms that determines the

1The Valency Lexicon of Czech Verbs, VALLEX, is available at http://ufal.mff.cuni.cz/vallex/2.5,
or in the published version (Lopatkova et al., 2008).
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meaning of a lexical unit, both types of information are encoded in valency frames.?

Let us stress that in the FGD based valency lexicons, the morphemic expressions of
valency complementations are limited to the usage of a lexical unit of a verb in active,
nonreflexive, nonreciprocal constructions, see esp. (Lopatkova et al., 2008).

Let us now repeat the case of seeming collision of Principles 1 and 2 as it was
exemplified by RW in his article by the verb vnimat ‘to see, to perceive’, see examples
(6)-(8) ((2)—(4) in his paper). RW demonstrates the change of the morphological form
of the participant EFFect from jako+Acc (in (6)) into jako+Nom when PATient is lexically
expressed by the clitic form of the reflexive pronoun (in (7)) (while the morphemic
form jako+Acc of EFF is indicated in the VALLEX lexicon, the morphemic expression
jako+Nom is missing there, see (20)). Then he infers that — on the basis of Principle 1
— the change in morphosyntactic form of EFFect implies the necessity of two different
lexical units for the two usages of the verb vnimat ‘to see, to perceive’ in examples (6)
and (7). However, in accordance with Principle 2, the usages of the verb vnimat ‘to see,
to perceive’ in sentences (7) and (8) represent the same lexical unit since the non-clitic
reflexive together with the clitic reflexive forms a single morphological paradigm of
the pronoun.

(6) Vnimd syna jako soka. (RW (2))
(he) sees son Ace 5@ rivaljako+ Ace

En. He sees his son as a rival.

(7) Sdm se onimd
himself,, reﬂﬁlctcw (he) sees
jako sila ,,ochratiujici divadlo”. (RW (3), SYN2005)

asa forcej.akwNom “sheltering theatre”

En. He sees himself as a force “sheltering theatre”.

2 Another possibility is to accept the concept of structural and lexical cases, as it is proposed by Karlik
(2000), and limit the information on possible morphemic expression(s) only to valency complementations
expressed by lexical cases. However, there are several issues undermining such solution.

(i) From a theoretical point of view, non-prototypical changes of structural cases should be described
and taken into account when operating with this dichotomy (compare the prototypical change of Acc into
Nom in the passive construction with the non-prototypical change of the Acc into Dat in the nominalization:
Prezident vyzvalactive premiéraace k rezignaci — Premiérmom byl vyzvdnpassive k rezignaci prezidentem, however,
Prezident vyzvalactive premiéraace k rezignaci — vyjzva (prezidenta) premiéroviq,,) (Koldfova, 2010).

(ii) From a lexicographic point of view, structural cases can be omitted on condition that there exists
an elaborated classification of verbs allowing for the prediction of changes of structural cases in different
syntactic contexts. For the time being, we are not aware of a sophisticated reliable classification of Czech
verbs that could be adopted for the lexicon.

Technically, as the information on the (in)transitivity (and maybe other features) of individual lexical
units should be recorded for each lexical unit, we opt for the equivalent information on the nominative and
accusative complementation.
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(8) Karel IV. vnimd sebe jako vyvoleného tietiho krile. (RW (4), SYN2005)

non-clitic i i
Charles IV sees  refl e as chosen third kmg].ako A

En. Charles IV sees himself as the chosen third king.

Let us point out that — with respect to the clarified interpretation of Principle 1
(see above) — we do not face in fact a collision of the two principles (as the morphemic
changes related to reflexivity are not considered relevant for delimiting a new lexical
unit of a verb). What we must in fact cope with is a gap in the description of changes
in valency structures of Czech verbs as described for VALLEX, see esp. (Kettnerova
and Lopatkové, 2009), (Kettnerové et al., 2012a).2

Though the number of the verbs concerned is very limited? (despite the fact that
this change is exhibited by relatively frequent verbs, it is very rare in corpus data, see
the Appendix for the statistics), RW’s remarks remind the authors of the VALLEX lex-
icon that the changes in morphosyntactic expressions of valency complementations
conditioned by a broader syntactic context have not yet been described exhaustively
enough.

In the next sections, we demonstrate that the linguistic phenomenon addressed by
RW can be easily integrated in the descriptive apparatus of FGD. In the following
section, an enhanced version of FGD that takes a close interplay of lexical and gram-
mar information into account is introduced (Section 2). Further, the application of the
principles of the enhanced version of FGD on the analysis of the addressed phenom-
ena is presented in Section 3. Finally, theoretical considerations concerning reflexivity
are addressed in Section 4.

2. Enhanced FGD: grammar and lexical components

Contemporary linguistic frameworks are based on the division of labor between
lexical and grammar components; each of which gives greater or lesser prominence
either to a lexical, or to a grammar part of the linguistic description. Let us point
to Chomskyan generative grammar and the Meaning Text Theory as two illustrative
examples of almost opposing tendencies: in the former, the key role is performed by

3We would like to express our gratitude to Richard Wagner for pointing out this specific change in
valency structure of verbs related to reflexivity.

“RW found 21 lexical units of verbs contained in VALLEX in total leading to the seeming conflict be-
tween Principle 1 and Principle 2. We agree with his findings (with the exception of verbs angaZovat;,
brit;, udrZovat/udrZets and fotografovat;, which do not meet the required pattern; on the other hand, we
can add other verbs as stanovit,, pfijimat/pfijmouts, and pfijimat/pfijmouts; see the Appendix for the full
list of affected verbs in VALLEX). We can realize that the analyzed phenomenon is quite rare — for most
verbs it concerns less than 1% of their occurrences in CNC (only for the verbs prezentovat ‘to present” and

oznuéovutimpf ‘to declare, to call’ the rough estimation exceeds 3.2% and 2.4%, respectively; for three other
verbs the estimation reaches 1-2% (for one of their aspectual counterparts)).
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a grammar component, while the latter relies esp. on a thoroughly elaborated lexical
component.

Since the original proposal of FGD (Sgall, 1967), both grammar and lexical mod-
ules have been taking into account; however, the main focus has been laid on gram-
mar, esp. syntactic description of a language (Sgall et al., 1986). The importance of
a lexical module has been growing since the extensive application of the theoretical
results on corpus data during the work on the Prague Dependency Treebank (Haji¢
et al., 2006). At present, there are several lexicons elaborated within the theoretical
framework of FGD: PDT-VALLEX (Ure$ova, 2011), VALLEX (Lopatkova et al., 2008),
EngVALLEX (Cinkové, 2006; Sindlerova and Bojar, 2009).

Recently, a special attention has been devoted to linguistic phenomena on the lexi-
con-grammar interface, requiring a close interplay between grammar and lexical mod-
ules: e.g., grammatical diatheses, reflexivity and reciprocity. They represent more or
less productive syntactic operations that are regular enough to be described by for-
mal syntactic rules. Although general semantic and syntactic observations can be
usually made about these phenomena, their applicability is still lexically conditioned
and as such has to be recorded in lexical entries of relevant verbs in a lexicon, see esp.
(Kettnerové and Lopatkové, 2009, 2011; Kettnerovd et al., 2012a,b) and (Panevova and
Sev¢ikova, 2013).

As a result, the valency characteristics of lexical units are partially stored in a va-
lency lexicon, partially they are derived by grammatical rules (closely cooperating
with the lexicon). Let us exemplify this cooperation on the example of the passive
diathesis:

(9) Stdt zvghodni podnikatelské zdméry v hospoditsky problémouvijch oblastech vyssimi
podporami a specidlnimi programy. (PDT, modified)
En. The government makes business plans in business problem regions favor-
able by higher grants and special programs.

(10)  Podnikatelské zaméry v hospoditsky problémouijch oblastech jsou zviyjhodnény vyssimi
podporami a specidlnimi programy. (PDT)
En. Business plans in business problem regions are made favorable by higher
grants and special programs.

(11) zoyhodnit; ‘to make favorable” ... ACT; PAT, MEANSt7yp
-diat: pass, deagent, res-byt, res-mit

First, the valency frame of the verb zvjhodnit; ‘to make favorable’ consists of two
valency complementations, ACTor and PATient. The VALLEX lexicon contains infor-
mation on possible morphemic forms of valency complementations for the active us-
age of the verb, as in (9) — namely ACTor in nominative and PATient in accusative,
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see (11) 2 moreover, the lexicon entry should include the information that the lexical
unit allows for passivization (attribute -diat, value pass). Second, the grammatical
rule (12) is formulated that makes it possible to derive the valency frame for passive
usages of the verb, see (Kettnerovad and Lopatkova, 2009). On the basis of this rule,
a derived valency frame for the verb zoyhodnit; “to give an advantage’ is generated?
(see also Uresova and Pajas, 2009; Uresov4, 2011):

typ typ
(12) |ACT, PAT, MEANSYP = ACT, ., PAT; MEANS]

Let us focus on the examples introduced by Roland Wagner now. In general,
the forms introduced by jako ‘as’ represent (as RW pointed) a tricky question in the
description of the Czech language: jako — which can introduce both prepositionless
nouns and prepositional noun groups (and clauses as well) — has an unclear morpho-
logical status and the case of the nominal varies depending on the syntactic context, as
examples (6)—(8) demonstrate. The following example sheds more light on the prob-
lem of valency complementations that are introduced with the expression jako and
the way it can be treated within the descriptive apparatus of FGD (and VALLEX in
particular).

(13)  Obéansky princip lidskijch prav chipal jako jeji zikladni prvek/hodnotu, nikoli vycer-
pavajici cil a smysl. (PDT, the word hodnotu ‘value” added due to the morpho-
logical ambiguity of proek ‘component’)

En. He viewed the civil principle of human rights as her substantial compo-
nent/value, not as an overall aim and sense.

(14) Obéansky princip lidskijch prav byl chipdn jako jeji zdkladni prvek/hodnota, nikoli
vycerpdvajici cil a smysl. (PDT, modified)

En. The civil principle of human rights was viewed as its substantial compo-
nent/value, not as an overall aim and sense.

(15)  chdpat; “to interpret” ... ACT; PAT, EFF
-diat: pass, deagent, res-byt

jako+4

5The abbreviation ‘typ’” denotes so called ‘typical’ free modifications as they were introduced in
VALLEX; they are typically related to some verbs (or even to whole classes of them) but they do not enter
the core valency frame.

“Whereas the proposal of the structure of the VALLEX lexicon has been already published and discussed
in the linguistic forum, an on-line version of the lexicon with explicit information on possible diatheses (and
lexicalized alternations) is under development (a new lexicon release is planned at the end of 2015).

"Note that the instrumental form of the ACTor in a passive sentence is possible but it cannot be combined
with an instrumental MEANS.

Further, the prepositional group od+Gen of ACT is rare in the corpus data but it is not excluded as the
following example illustrates: Obce, ve kteryjch se bude diisledné t¥idit sklo, jsou zvyhodnény p¥i platbé odmeén
od spolecnosti EKO-KOM. (from the Czech National Corpus (CNC), SYN series, https://kontext.korpus.
cz/).
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The verb chipat, ‘to interpret’ is characterized by the valency frame given in (15)
for an unmarked active usage (as in (13)). The verb can be definitely used also in a
passive construction, see (14). Then the passivization affects not only the form of the
ACTor and PATient complementations, but also the form of the EFFect complementa-
tion (jako+Acc — jako+Nom) — all these changes are treated by the respective gram-
matical rule (16), which derives the valency frame for marked passive usages from the
frame corresponding to the unmarked active ones provided in (15), see (Kettnerova
and Lopatkova, 2009):

(16) |ACTy PAT, EFFiq 044 = ACT7 oq42 PAT1 EFFjai041

3. FGD solution of the seeming collision

RW’s examples represent a prototypical case of such syntactic operation as men-
tioned above. Let us illustrate the proposed cooperation of the grammar and lexical
components of FGD in the description of this phenomenon.

In the VALLEX lexicon, possible reflexivization of the verbal participant corefer-
ential with the subject is indicated by the presence of the value cory in the attribute
reflexivity (-rfl; the index k encodes the morphemic case, i.e., 4 for accusative and 3 for
dative). This value - identifying unambiguously the complementation that can be re-
flexivized® - is introduced for each lexical unit of a verb allowing for reflexivization of
a particular member of a core valency frame (i.e., inner participants either obligatory
or optional, and obligatory free modifications). For instance, in the lexical entry of
the verb obdivovat; "to admire’, the attribute reflexivity records the information on the
possibility of the accusative PATient to be reflexivized, see (17), and the verb usages in
examples (18)-(19); whereas in (18) the slot for PATient is filled by Ziky ‘pupils’, in (19)
the reflexive se fills this slot (the coreferential items are marked by the index i in the
examples).

8From the theoretical point of view, it would be more appropriate to specify reflexivity in terms of
functors of valency complementations (not in terms of morphemic forms). However, the information on
reflexivity is not complete in the VALLEX lexicon at present, see below. Thus we prefer to use special values
(corz, cors) not to make an impression that all instances of possible reflexivization of individual valency
members are recorded.

In the current version, reflexivity is captured only in such cases when a participant can be lexically
expressed by the clitic forms of the reflexive pronoun se/si (certainly, also the non-clitic forms sebe/sobé may
be used here due to the substitutability criterion (according to which the clitic forms can be substitute by
the non-clitic forms if the occurrence of the reflexive stands for the pronoun)). However, VALLEX does not
encode cases where the non-clitic variant of the reflexive pronoun is grammaticalized (i.e., prepositional
groups, the instrumental and genitive case). The clitic variant has been given preference in the description
of reflexivity due to the ambiguity of the clitic reflexives se/si, which produces severe problems for both
human users and NLP tools.
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(17)  obdivovat; ‘to admire” ... ACT; PAT
-rfl: cory

4,7e,cont

(18) Ucitel obdivoval Ziky, jak dobfe zvladli vijuku. (= Zdci zvlddli)
En. The teacher admired pupils how well they managed the lessons.

(19)  Ucitel se obdivoval, jak dobte zvlddl neposlusné déti. (= sim sebe)
the teacherl. reﬂfliti’: admired how well (hel.) managed disobedient children

En. The teacher admired himself how well he managed disobedient children.

Let us return to RW’s example of the verb vnimat; ‘to see, to perceive’. Its valency
frame in the meaning discussed here should have the following form in VALLEX:

EFF,

(20)  onimats 'to see, to perceive’ ... ACTy PAT, s  EFF 0.4

-rfl: cory

As the verb definitely allows for reflexivization of PATient, the attribute -rfl should
provide the value cor4, see (20). As the morphemic form of EFFect is sensitive to
syntactic context in which it is used — namely its form changes from jako+Acc into
jako+Nom when the lexical unit is used in a reflexive construction with PATient lex-
ically realized by the clitic form of the reflexive pronoun se, see (21) (RW correctly
pointed out that the non-clitic long form of the reflexive pronoun sebe does not bring
about such change, see (22)). The grammar component of FGD provides a formal syn-
tactic rule capturing this change. This rule (as other rules describing changes in va-
lency structure of verbs) allows for the derivation of the valency frame of the marked
reflexive usage of the verb vnimat; ‘to see, to perceive’ (23) from the valency frame
corresponding to an unmarked usage given in (20):

(21) Oftec se vnimd jako sok/jako génius.

clitic : i
father ; reflz. sees asarival/asa genius,

(= otec se citi nékomu sokem/otec se poklddd za génia)
En. The father sees himself as a rival/as a genius.

(22) Otec  sebe (na rozdil od matky) vnimd jako soka / * jako sok

non-clitic (; ; * ;
father ; reﬂz. (in constrast to the mother) sees asa rlvali, Ace @sa rlvali,Nom

(svého synay).
(of his son)
En. (Contrary to the mother), the father sees himself as a rival (of his son).

(23) |ACTy PAT, sc EFFjaora = ACTy PAT, 5o EFFja041

The rule allowing for the generating the valency frame underlying the usage of a
verb in reflexive constructions consists of a single change in the morphemic form of
the EFFect complementation and its application is conditioned by the choice of the
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clitic reflexive pronoun. The grammar module of FGD cooperates with the data stored
in the lexical module where the possibility of the verb vnimat3z ‘to see, to perceive’ to
occur in reflexive constructions is specified in its lexical entry. On the same basis, the
other verbs with EFFect changing its morphemic expression depending on the reflex-
ive context (e.g., deklarovat, ‘to declare’, hodnotit; ‘to evaluate’, chidpat, ‘to perceive, to
take as’, interpretovat, ‘to interpret’, nazyjvat/nazvat, ‘to call’, ohodnocovat/ohodnotit; ‘to
rate’, oznacovat/oznacit, ‘to declare, to call’, pojimat/pojmouts ‘to comprehend, to con-
ceive’, prezentovat, ‘to present’, pfijimat/pFijmouts o ‘to accept’, stanovit, ‘to appoint’,
urcovat/urcits ‘to appoint, to designate’, ustavovat/ustavit, ‘to establish’, usvédcovat/u-
Svédcit, ‘to convict’, uzndvat/uznat, ‘to recognize’, vidat/vidéts ‘to see’, vnimat; ‘to see,
to perceive’, vyhlasovat/vyhldsit, ‘to proclaim’, zndit, ‘to know’) indicated by RW as the
source of “collision between two descriptive Principles of FGD” can be analyzed.?

4. Further grammatical aspects of the issue

We accept two issues from RW’s study as most urgent for a further analysis: (i) The
integration of the morphosyntactic change from jako+Acc into jako+Nom associated
with the EFFect complementation into the descriptive apparatus of FGD (which we
have addressed in Sections 2 and 3) and (ii) the explanation of the congruence: possi-
ble alternative jako+Nom within the verbal reflexivity with the form jako+Acc for the
EFFect complementation (as an obligatory or optional valency member) is discussed
in this Section.

4.1. EFFect and COMPLement verbal complementations

In addition to the valency complementation EFFect, the forms introduced by jako
‘as’ (either with the accusative case or with the nominative case) can function also as
a free modification COMPLement. We can notice that the change of the morphemic ex-
pression from jako+Acc into jako+Nom may in fact reflect a change in the dependency
structure (namely the type of the complementation and the target of a coreferential
link) of the sentence, which brings about a semantic shift, see examples (24)—(26) and
their dependency trees in Figures 1-4 (in the examples, subscripts display corefer-
ences captured by arrows in the trees).

(24) Klaus vnimd své soky jako hrac. (RW 25a)

Klausl.,Nom takes his ; rlvals]./ Acc @@ sportsmanilNom

En. Klaus takes his rivals as a sportsman. (= Klaus is a sportsman)

Note that this type of constructions concerns not only the above mentioned verbs with the EFFect but we
can observe the same change in the morphemic form of the optional COMPLement free modification with,
e.g., the verbs definovat ‘to define’, charakterizovat ‘to characterize’, identifikovat ‘to identify’, kvalifikovat ‘to
qualify’, pozndvat/poznat ‘to get to know’, predklidat/predloZit ‘to introduce, to propose’, pfedstavovat/pedstavit
“to introduce’, vyfotografovat ‘to take a photo’, zachovdvat /zachovat ‘to keep’, zapisovat/zapsat ‘to record, to
register’”.
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(25) Jak onimite Prahu jako architekt? (RW 25b)

how (youi,Nom) take Praguej, Acc @san architectl./Nom

En. What do you as an architect think of Prague? (= you are an architect)
(26) Klaus vnimd své soky jako hridce.

Klausl./Nom takes his, rivals]., Acc 35 sportsmenj, Ace

En. Klaus takes his rivals as sportsmen. (= Klaus’s rivals are sportsmen)

(27) Jako kfestan vnimdm lidsky Zivot jako dar BoZi,

(Ii,Nom) asa Christiani,Nom take a human life]., Acc @S God'’s gift]., Ace

s nimz nemdm prdavo naklddat.

which I have no right to treat

En. I as a Christian see a human life as a God’s gift which I have no right to
treat.

(28) R. Steiner se jako tviirce teosofie vidy  chdpal

i clitic .
R. Stemerl./Nom reﬂl./ e as an authorl./Nom of theosophy always perceived

predevsim jako okultista.

primarily asan occultlsti,Nom

En. R. Steiner, as an author of the theosophy, always perceived himself pri-
marily as an occultist. (CNC, modified (jako tviirce teosofie ‘as an author of
theosophy” added))

(29) wnimat4 ‘to see, to perceive’ ... ACT; PAT
-rfl: corg

4% MANN

The verb vnimat ‘to see, to perceive’ in (24) is described as the lexical unit vnimat,
in VALLEX with obligatory MANNer, see (29) (as RW also suggests). Then the com-
plementation expressed as jako+Nom has the function of an optional COMPLement
(Klaus, jsa hrac(em) ‘Klaus being a sportsman’), see Figure 1; the obligatory MANN is
not present in the surface structure (it can be understood as Klaus vnimd své soky zpii-
sobem, jak to délaji hrici ‘Klaus takes his rivals in the same manner as sportsmen do’).
In sentence (25), the form jako+Nom clearly documents the function of COMPLement
(jakozto architekt ‘as being an architect’), with the pronominal adverb jak "how” filling
the MANNer valency position of vnimat,, see Figure 2.

On the other hand, in example (26), vnimats is used and the regular form for EFFect
(jako+Acc) is used, see its valency frame (20); Figure 3 displays the dependency struc-
ture of the sentence.

An interesting example (27) with the verb vnimat; illustrates that the forms with
jako ‘as’ can be used in both meanings in a single sentence: jako+Nom in jako kiestan
‘as a Christian’ has a function of COMPLement, whereas jako+Acc in jako dar BoZi ‘as
God’s gift’ is EFFect (the substitution jako nadilku Bozi ‘as God’s gift’ — documenting
the case form more transparently — may be used here), see see Figure 4.
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vnimat.PRED

Klaus.ACT 50k.PAT #0blfm.MANN hra¢.COMPL
N #PersPron.APP s

Figure 1. Dependency structure of sentence (24) Klaus vnimd své soky jako hrac.

vnimat.PRED

jak.MANN  #PersPron.ACT Praha.PAT architekt.COMPL

Figure 2. Dependency structure of sentence (25) Jak vnimdte Prahu jako architekt?

Moreover, example (28) (though rare in the corpus data) demonstrates that in case
of the reflexive construction with the clitic variant of the reflexive pronoun both COMPL-
ement and EFFect (if they are present) are expressed in nominative.

4.2. Agreement for EFFect and COMPLement complementations

Let us return to the issue of agreement for EFFect and COMPLement complemen-
tations in general. Based on the discussion presented below, we would like to clarify
an appropriateness of different cases agreement in sentences (30)—(34).

(30) Oftec vnimd  (svého) syna  jako soka.

the father ; perceives (his ].) son, 4., asa rlvall., Ace

En. The father perceives his son as a rival. (= son is a rival)
vnimat.PRED
Klaus.ACT sok.PAT hrdc¢.EFF

A #PersPron.APP

Figure 3. Dependency structure of sentence (26) Klaus vnimd své soky jako hrdce.
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vnimat.PRED
#PersPron. krestan. Zivot. dar:
AC'I; COl\ﬁI PL PAT r lidsky. E FF bosi

“._RSTR RSTR

Figure 4. Dependency structure of sentence (27) Jako kiestan vnimdm lidsky Zivot jako
dar BoZi, ...

(31) Otec se vnimd  jako sok / jako génius.

the fatheri,Nom reflclitic perceives asa rlvalz',Nom /asa genius,; .,

(= otec se citi nékomu sokemy/otec se poklada za génia)
En. The father perceives himself as a rival / as a genius.
(= father is a rival / genius)

(32) *Otec se vnimd  jako soka (svého syna).
clitic i * i i
the fatherirNom reﬂl. perceives *as a r1va1i, Ace (of his ; son)

(33) Otec sebe (na rozdil od matky) vnima
the father, \, - reﬂl?"’”'ditic (unlike the mother) perceives

jako soka (svého syna).

as a rival., of his. son
i,Acc ( i )

En. (Unlike the mother,) the father perceives himself as a rival (of his son).

(34) * Otec sebe (na rozdil od potomkil) vnimd  jako génius.
the father i Norm reﬂ?on‘diﬁc (unlike children) perceives *as a genius; n.

Both RW as well as the authors of this response do not accept the proposal given

by Oliva (2000, 2001) according to which the form se plays the role of particle without
its sentence function in all occurrences.’’ Then other arguments for the distinction
between the pairs of examples (31)—(32) and (33)-(34) have to be found. Looking for
such arguments, it turns up to be an analogy of the “mysterious” complement agree-

10 According to Oliva’s proposal, the following sentences (a)—(c) have (i) different lemmas (vidét for (a),
(c) and vidét se for (b)) and (ii) different syntactic structures (transitive verb in (a), (c) and intransitive verb
in (b)).

(a) Vidim té. vs. (b) Vidimse. vs. (c) Vidim sebe.
Such analysis neglects parallelism in morphological paradigms of the non-reflexive and reflexive pronouns
(as pointed out by Wagner, 2014) and suppresses syntactic parallelism of the structures with (almost) iden-
tical meaning structure. Moreover, Oliva’s interpretation of all clitic reflexives as particles impedes the
explanation of reciprocity. See esp. (Panevovd, 2001; Komdrek, 2001; Wagner, 2014).

As a result, the treatment of the reflexives proposed by Oliva would lead to large (and theoretically
inadequate) expansion of the lexical data.
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ment pointed out in the arguments of Oliva (2000) in favor of his proposal. The same
arguments appeared also in the old observation made by Havranek (1928), see below.

The alternative description given by Panevova (2001, 2008) is based on the differ-
ence between possible antecedents (sources) for agreement in the case and number
of an analyzed complementation. Her analysis can be exemplified on examples (35)-
(38): In (37) and (38) there is only one sourcel! of agreement, i.e. chlapec ‘boy’, while in
(35) and (36) two possible sources of agreement (matka ‘mother” and chlapec ‘boy’) are
present. The choice of the source of agreement is semantically motivated: whereas
in (35), it is chlapec, ktery je umyt cely ‘the boy who is entire washed’, and thus, it is
chlapce “boy , .’ that is chosen as the source of agreement; in (36), it is matka, kterd je
celd uplakand ‘mother who is entirely tearful” that represents this source. To summa-
rize, examples (35) and (36) differ with respect to the sources for agreement and this
difference is reflected in the change of the form of the target of agreement (Acc in (35),
Nom in (36)).

The structure of sentence (37) is parallel to (35), the source of agreement remains
the same, i.e., the reflexive pronominal complementation in accusative. The only
change consists in the additional coreferential link between the reflexive pronoun sebe
and the ACTor chlapec ‘boy’. Although in example (38), the structure analogical to ex-
amples (35) and (37) is theoretically expected, the source of agreement differs — here
it is not the complementation in the accusative case, but the nominative complemen-
tation.

(35) Matka umyla chlapce celého.
mother washed the boy, , = whole, , .
En. The mother washed the entire boy. (= the boy was entirely washed)

(36) Matka umyla  chlapce celd uplakand.
motherilNom washed the boy wholel./Nom tearfuli,Nom
En. Being entirely tearful, the mother washed the boy. (= the mother was
tearful)

(37) Sebe chlapec umyl  celého (ale sestru ne).
reﬂ?%c'cditic the boyl.,Nom washed wholei, Ace (but not hisl. sister)
En. The boy washed himself entirely (but not his sister).

(38) Chlapec se umyl  cely.

clitic
the boyi,Nom reﬂl./ . washed WhOIei,Nom

En. The boy washed himself entirely.

The tendency of the complement to agree as to the congruence with the subject
in nominative when the clitic variant of the reflexive pronoun is present has been

1The terminology controller and target in the domain of congruence is used by Corbett (2006); he admits
also the terms source or trigger (see Corbett, 2000, 2006). We prefer the term source here instead of the term
controller (used within FGD for coreferential relations).
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already reflected by Havranek (1928), see (39). According to the author, the accusative
congruence — being rare already in the Old Czech — is limited to cases when the clitic
reflexive pronoun does not in fact refer to the ACT or himself but to his (future or past)
vision (thus a speaker sees himself as someone else). See Havranek’s examples (40)
and (41) interpreted by the author as acceptable in the context of memories (40) or in
the situation when a speaker was making a double of himself (41).

(39) citi se zdriv  (Havrének)
(he, ) feels reﬂlc.l;fécc fit.

i,Nom i,Nom
En. he feels fit
(40) widel se leziciho u feky (Havranek)
(hez',Nom) saw reﬂgl;{é‘é lyingl., Ace PY the river
En. he saw himself lying by the river
(41) wudelal se tlustyho (Havradnek)
(hez',Nom) made refll?,llAtéi fatl./ Ace

En. he made himself fat

The corpus data support Havrdnek’s interpretation also in the contemporary
Czech, see examples (42) and (45) and their paraphrases (43) and (46), respectively,
substantiating the semantic shift brought about by the accusative and nominative con-
gruence. In (42) the speaker describes himself in the future: the speaker is not actually
the man who has a house, a family and children at present but it is his future vision
of himself. The paraphrase with the nominative congruence is much more suitable in
the present context: in the situation when the speaker actually has a house, a family
and children, see (43). In (45), the speaker disapprovingly characterizes the presi-
dent of the Czech Republic Milo$ Zeman; the accusative congruence emphasizes the
speaker’s disapproval: the president sees himself as a wise man but he is not actually
wise.

According to our introspective, although the nominative congruence for express-
ing the same meanings as in (42) and (45), respectively, is not entirely excluded, the
accusative agreement sounds more suitable for expressing that the PATient — despite
being lexically realized by the reflexive pronoun —is not in fact referentially identical
with the ACTor but it is rather a vision of himself, see (44) and (46). However, sparse
corpus data do not allow us to make any definitive conclusions about the semantic
shift between accusative and nominative congruence.

(42) ,Kdybych si mél predstavit sam sebe za deset let, vidim se jako ¢clovéka,
“if I should imagine myself in ten years, (I,) see reﬂf,ljltcig asaman, ,
kteryy ma diim, rodinu a déti,” doddvi. (CNC)

who has a house, a family and children,” he is adding
En. “If I should imagine myself in ten years, I will see myself as a man who
has a house, a family and children,” he is adding.
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(43) Vidim se jako ¢lovék, ktery md diim, rodinu a déti,”
(Ii) see reﬂf{}"tcig asaman, . ., who has a house, a family and children,”

doddvd. (CNC, modified)

he is adding.
En. “I see myself as a man who has a house, a family and children,” he is
adding.
(44) ? , Kdybych si mél predstavit sdm sebe za deset let, vidim se jako ¢lovek,
) ) ) liti
if I should imagine myself in ten years, (I,) see reﬂ;?,;lc’c‘f asaman, ..,
ktery ma diim, rodinu a déti,” doddvi. (CNC, modified)

who has a house, a family and children,” he is adding.
En. “If I should imagine myself in ten years, I will see myself as a man who
has a house, a family and children,” he is adding.

(45) Ale ziroveti je miluje, protoZe zvétsuji jeho diileZitost,
However, hel. loves them magnifying his importance,
ddvaji mu gloriolu vijznamné osobnosti, poskytuji mu moznost v narcistnim opojeni
giving him VIP’s glory, giving him the opportunity in a narcissistic intoxication
slyset sama sebe, vidét se jako moudrého clovéka,

; clitic i
to hear himself, to see reﬂi’ Acc asawiseman, , .,

ktery nemd na politické scéné, ne-li mnohem dil,

who has not a rival on the political scene, if not even much further,

ani po tolika letech valnou konkurenci. (CNC)

after so many years

En. However, he loves them magnifying his importance, giving him VIP’s
glory and opportunity, in a narcissistic intoxication, to hear and see himself
as a wise man who has not a rival on the political scene, if not even much
further, after so many years.

(46) Ale ziroveti je miluje, protoZe zvétsuji jeho diileZitost,
However, hel. loves them magnifying his importance,
ddvaji mu gloriolu vijznamné osobnosti, poskytuji mu moznost v narcistnim opojeni
giving him VIP’s glory, giving him the opportunity in a narcissistic intoxication
slyset sama sebe, vidét se jako moudry clovék, [...]

i clitic 7
to hear himself, to see reﬂi’ Acc Asawiseman, o, [...]

En. However, he loves them magnifying his importance, giving him VIP’s
glory and opportunity, in a narcissistic intoxication, to hear and see himself
as a wise man [...].

The nominative congruence — which is predominant in the reflexive constructions
with the clitic form of the reflexive pronoun — has not yet been satisfactorily accounted
for in the Czech linguistics. Karlik (1999) pointed out that the clitic variants of the
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Czech personal pronouns generally exhibit morphosyntactic properties similar to af-
fixes to a greater (the reflexive pronoun) or lesser (the non-reflexive pronoun) extent,
see examples given by Karlik (2000). On the other hand, he avoids Oliva’s extreme
viewpoint of all clitic reflexives as particles stressing that the non-clitic and clitic forms
of the reflexives should be interpreted not dichotomously (i.e., either as pronouns, or
as particles), but gradually. Among other morphosyntactic properties attesting that
the clitic variants of the reflexive pronoun behave similarly to affixes, see the coordi-
nation test (47)-(48) and impossibility of separate usages in (49); Karlik introduces the
nominative congruence addressed in this paper as well, see (50)-(51).

(47) * Holi se a  Pavla. (Karlik)
(he,) shaves * reflclitic and Paul
1,Acc
(48) Holi sebe a  Pavla. (Karlik)

(he,) shaves reﬂ?%‘cditic and Paul

En. He shaves himself as well as Paul.

(49) Kohos holil? * Se. / Sebe. (Karlik)
who , . (you) shaved * reﬂlc.%éf: reﬂ;ﬁnc'cdltlc
En. Who did you shave? Myself.
(50) Petr se umyl  cely. (Karlik)
Peter, reﬂ;?,l;\té‘é washed WhOIei,Nom
En. Peter washed himself entirely.
(51) Petr umyl sebe celého. (Karlik)

non-clitic
Peter ; washed reﬂl./ o wholei, Ace

En. Peter washed himself entirely.

We propose a hypothesis that the changes in the case forms of EFFect introduced by
jako ‘as” — combined (i) either with the accusative case in constructions with PATient
lexically expressed by the non-clitic, see (33), or (ii) with the nominative case with
the clitic variant of the reflexive pronoun, see (31) — may have the same basis as the
changes in the complement congruence lying in specific morphosyntactic properties
of the clitic forms of the reflexive pronoun, as illustrated by Havranek’s and Karlik’s
examples. However, we leave this question open as confirming this hypothesis repre-
sents a tricky task as the available corpus data!2 are too sparse to study the distribu-
tion of se vs. sebe in the nominative and accusative form with the funcEFF or COMPL
functions. The ideas proposed by RW about the role of these forms in the functional
sentence perspective and the contrasts among the sentence members are promising
for the future research.

12Syntactically annotated PDT is too small for such phenomena. Morphologically annotated CNC is large
enough; however, it is not easy to formulate corpus queries identifying relevant concordances necessary
for our research.
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In conclusion, let us remark that in addition to the “mysterious’” agreement of the
complement expressing the EFFect/ COMPLement members in constructions with the
reflexive pronoun se/sebe in accusative, similar changes in the source of agreement ap-
pear in constructions with the dative case of the reflexive pronouns si/sobé. As it goes
beyond the scope of this paper, we only note that studying the congruence changes
in constructions with the dative reflexive pronoun si/sobé would be fruitful too.

(52) Jan sobé jako vitézi koupil nové kolo.
John, reﬂZOD’Z' tditic as a winner; ;, , bought a new bike
En. John bought a new bike to himself as to the winner.

(53) Sobe Jan  jako vitéz koupil nové kolo.
(to) reﬂlff%;‘tdl“c John, asawinnerl.,Nom bought a new bike

En. John as a winner bought a new bike to himself.

(54) Jan si jako vitéz koupil nové kolo.
John; (to) reﬂl?,%fﬁ as a winner, \;,. bought a new bike
En. John as a winner bought a new bike to himself.

(65) *Jan si jako vitézi koupil nové kolo.
John; * (to) refll?,lg;ct asa winnerirDa ; bought anew bike

5. Conclusion

Ronald Wagner’s critical remarks stimulated our deeper analysis of the marginal
(see the Appendix) but theoretically important aspects of the operation of reflexiviza-
tion and its requirements on modification of verbal valency frames undergoing this
syntactic operation.

We have clarified here the criterion for delimitation of different lexical units within
FGD (Principle 1) — when using the test of differences in valency frames, we restrict
ourselves only to those changes that appear in active, nonreflexive, nonreciprocal con-
structions.

We have focused especially on the apparatus proposed in FGD (and the valency
lexicons PDT-VALLEX and VALLEX elaborated within this theoretical framework)
that allows for the effective description of paradigmatic changes in valency frames of
Czech verbs related not only to grammatical diatheses but also to reciprocity; we have
shown that it can be easily adopted for the description of reflexivity (as addressed by
Ronald Wagner) as well.

Further, we propose a preliminary hypothesis on the alternation between jako+Acc
and jako+Nom: some of them are semantically conditioned (EFFect vs. COMPLement),
the other reflect the grammatical requirements (reflexivity). Since this analysis could
not be based on extensive corpus data (due to the low frequency of the studied con-
structions in corpora, see also the Appendix), our conclusion is only preliminary and
requires further research.
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We have demonstrated that there can be observed a strong parallelism between ac-
cusative and nominative congruence of complements and the constructions with the
reflexive pronoun, which indicates that the focused changes in congruence in reflex-
ive constructions might have the same basis given by specific morphosyntactic status
of the clitic forms of the reflexive pronoun. We have pointed out that it would be ben-
eficial to extend the analysis to the dative reflexive pronoun si vs. sobé, which has not
been focused in the syntactic description so far.
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Appendix

The following Table 1 summarizes rough estimations of the frequency of the stud-
ied phenomenon in CNC — the entire SYN (Synchronic written corpora) series was
used.

Comment. The columns in Table 1 store the following information:

lemma ...verb lemma (the slash mark separates imperfective and perfective lemmas (if appli-
cable))

SYN ...number of occurrences of the specified verb in the entire SYN series
(i) sample query ... [lemma="vnimat"]
no VS ...number of occurrences of the specified verb excluding the past participle/passive
forms
(ii) sample query ... [lemma="vnimat" & tag="V["s].*"]
jako+Acc ...number of occurrences of the specified verb excluding the past participle/passive
forms that co-occur with the word jako immediately followed by a wordform in accusative

(iii) positive filter on the results of query (ii):
- interval [-5; 5] including KWIC
— positive filter [word="jako"][tag="....4.*"]

jako+Nom ...number of occurrences of the specified verb excluding the past participle/passive
forms that co-occur with the word jako immediately followed by a wordform in nomina-
tive
(iv) positive filter on the results of query (ii):
—interval [—5; 5] including KWIC
— positive filter [word="jako"][tag="....1.*"]

jako+Nom with se ...number of occurrences of the specified verb excluding the past partici-
ple/passive forms that co-occur with the word jako immediately followed by a wordform
in nominative and combined with the word se
(v) positive filter on the results of query (iv):
—interval [5; 5] including KWIC
— positive filter [word="se"]
ratio (%) ...ratio of the result from (v) (i.e., occurrences of the specified verb excluding the
past participle/passive forms that co-occur with the word jako immediately followed by
a wordform in nominative and combined with the word se) related to the number of
occurrences of the specified verb in the entire SYN series (column SYN)
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lemma SYN no Vs jako+Acc jako+Nom' jako+Nom ratio
with se’ (%)

deklarovat 16 763 15192 360 547 307 1,83
hodnotit 199 363 180 225 9 587 4523 59 0,30
chapat 194 218 184175 23792 4100 985 0,51
interpretovat 16 409 13 604 1528 822 195 1,19
nazyvat / 66 095 56 572 214 328 110 0,17
/ nazvat 63 299 58 744 347 496 146 0,23
ohodnocovat / 461 389 2 2 0 0,00
/ ohodnotit 17 445 12764 774 364 20 0,11
oznacovat / 88 882 68 399 3263 3872 2171 2,45
/ oznacit 218 550 186 784 7 050 3159 606 0,28
pojimat / 4802 3780 1074 477 67 1,39
/ pojmout 39781 35577 4946 1647 116 0,29
prezentovat 105 628 92518 3169 4755 3405 3,22
prijimat / 111 143 101 152 1542 962 130 0,12
/ pFijmout 351964 298 849 4684 2 668 182 0,05
stanovovat / 21 323 20 840 160 139 47 0,22
/ stanovit 184 129 118 425 2342 853 182 0,10
urcovat / 55 632 53 135 216 332 44 0,08
/urcit 272 499 112 202 2 536 429 57 0,02
ustavovat / 685 643 21 7 1 0,15
/ ustavit 14 868 8 647 90 168 100 0,67
usvédcovat / 3799 3697 18 12 2 005
/ usvedcit 14 064 10 564 54 33 3 0,02
uzndvat / 48 989 45 816 1512 891 132 0,27
/ uznat 123 000 108 597 1904 1099 70 0,06
vidat / 17 304 16 624 146 130 38 0,22
/ videt 1249642 1240557 19 058 10 349 1054 0,08
vnimat 148 961 131121 26 378 8932 982 0,66
vyhlasovat / 31042 29224 115 162 42 0,14
/ vyhldsit 213 251 137 996 756 597 43 0,02
zndt 606 505 606 505 9026 5074 528 0,09

'Including occurrences with errors in disambiguation, complements, deagentive constructions
etc.

Table 1. Rough estimations of the frequency of the studied phenomenon in CNC
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