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Abstract
This paper describes the key role of a stochastiphological tagger in an MT system between veogely
related languages. The MT systé€msilko exploits the close relatedness of both aatanguages in question
(Czech and Slovak), which allows substantial sifigaition of the translation method used. It alsesut a
great advantage the possibilities of combinationaochuman translation and MT through a concept of
translation memory. The paper also discusses deisstges concerning the best tagging method used fo
languages with relatively rich morphology.

1. INTRODUCTION

One of the most widely used techniques of machidegahuman translation of the last decade or sattsut
doubts a method of human translation supported Inarsslation memory. This technique can substaytial
speed up the translation process especially whesniterns the translation and localization of vasi&inds of
technical documentation.

The main idea of the translation memory is verypdéenlit takes an advantage from the fact that dfien the
case (especially when localizing technical docugort) that for the currently translated documéietre is at
least one document with similar content that hadaaly been translated. Such a document may for @rae

a part of the previous version of the documentatmra particular software or hardware. The traistat
memory in fact contains both the source and tatgdt divided into pairs of segments. These segmards
typically sentences. When a human translator steatsslating a new sentence, the system tries tochrthe
source sentence with sentences already storedeitrdnslation memory. If it is successful, it sugigethe
translation and the human translator decides whéthese it, to modify it or to reject it.

In our previous papers, e.g. [HgjiHric and Kubé@ 2000], we have demonstrated that the use of tatiosl
memory (TM) has also some side effects, which carekploited for making the translation process more
automatic. In the same paper we have also descailmedthod of “triangular” translation for a groupctosely
related languages through a pivot language usitighnoman and machine translation.

In this paper we would like to concentrate on omet pf our system, namely the module of automatic
translation between very closely related languagehich is based on the stochastic morphological
disambiguation of the source text.

2. THE USE OF THE TRANSLATION MEMORY IN THE SYSTEM CESiLKO

It is quite clear that the localization of the sasmirce into several typologically similar targahduages
individually, one language pair after another, isvaste of money and effort. In the translation psscit is
necessary to solve very similar problems for eachice-target language pair. The use of one langiragethe
target group as a pivot and to perform the traimslatnd localization through this language seentsetguite
natural solution for these problems. It is of ceunsuch easier to translate texts from Czech tosRdar from
Russian to Bulgarian than from English or Germaartyp of these languages.

The systenCesilko was designed as a tool allowing to autoraligiconstruct translation memories for human
translators between very closely related languégigsh Czech and Slovak). Such translation “memargtld
then be used as if created by humans, but apptelyrimarked for the human translators.



Source

language Target

languages

Fig.1 A traditional model for localization

If we have at our disposal two translation memoriese human made for the source/pivot language(pay,
English/Czech) and the other one created by an yéfem for the pivot/target language pair (Czech/&koor
Czech/Polish), the substitution of segments ofv@tpianguage (Czech) by the segments of a targegukge
(Slovak or Polish) is then only a routine proceddree human translator translating from the so(Esglish)
to the target language (Slovak or Polish) then gdtanslation memory for the required pair (soltacget).
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Fig.2 Our model for localization

The system of penalties which is normally appliedreésults of MT in translation memory based systems
guarantees that if there is already a human-maahsiaition present in the memory, it gets highewrjiyi than
the translation obtained as a result of MT.

3. BASIC PROPERTIES OF THE SYSTEM

In the group of Slavic languages there are morsetjorelated languages than Czech and Russiant &par
the pair of Serbian and Croatian languages, whiehaémost identical and were considered one largdey
years ago, the most closely related languagessmgthup are Czech and Slovak.

This fact has led us to the idea that the corb®flystem of a Czech to Slovak MT should use aglsimethod
of analysis and transfer as possible. Our expegidram an existing MT system RUSLAN (Czech-to-Ragsi
MT system) aimed at the translation of software uads for operating systems of mainframes — cf.®©89])
led us to the idea that a full-fledged analysisCakch is not necessary. According to this expeegefall
syntactic analysis would be too unreliable. Theeptteason why the syntactic analysis of the sotexewas
omitted was the fact that such an approach woutgrafit from the closeness of both languages ashnas a
less complicated method. The system therefore theemethod of direct word-for-word translation, thee of
which is justified by the similarity (even thougbtridentity) of syntactic constructions of both daiages.

The system has already been tested on texts fremddimain of documentation to corporate information
systems. It is, however, not limited to any specdfomain. Currently it is being tested on textsao€zech
general encyclopedia. Its primary task is, howeteprovide support for translation and localizataf various
technical texts.

3.1 PROBLEMS OF MACHINE TRANSLATION BETWEEN CZECH AND SLOVAK

The greatest problem of the word-for-word translatapproach is the problem of ambiguity of indivabword
forms. The type of ambiguity differs slightly betevethe group of languages with a rich inflectiorajonity of
Slavic languages) and the group of languages thatad have such a wide variety of forms derivedrira
single lemma. For example, in Czech there are wanly cases of part-of-speech ambiguities (stastig/the
state], Zena [woman/chasing] &r [three/rub(imper.)]), however, the ambiguity afrgler, number and case is
very high (for example, the form of the adjectjaeni [spring] is 27-times ambiguous). The main probism



that even though several Slavic languages havsaime property as Czech, the ambiguity is not pvedeat all

or it is preserved only partially, it is distribdtén a different manner and the “form-for-form” tisdation is not
applicable.

Without the analysis of at least nominal groupssibften very difficult to solve this problem, besa for
example the actual morphemic categories of adjestare in Czech distinguishable only on the bdsigeonder,
number and case agreement between an adjectiviégsagmaverning noun. An alternative way to the sSolutof

this problem was the application of a stochastichlhised morphological disambiguator for Czech whose
success rate is relatively very high.

The basic problems of automatic translation betw€eech and Slovak may be also demonstrated on the
following example:

Example 1:
Source: Pri zakladani tiidy vykaz se tfidé nejprve pideli ozna&eni a pfiradi se skupié uzivatel.

Target:Pri zakladantriedy vykazov saiedenajprv pridelioznaeniea priradi sa skupine uzivdtay.
[When a report class is founded, the class firstikes a label and it is assigned to a group akuse

The sample sentence contains two interesting phenam- the translation of similar Czech word forms
zakladani[founding] andozna’eni [label] (both are nouns regularly derived fromb&rinto Slovak forms
zakladaniandozna‘enieand the translation of the Czech word-fdriidé [class/sorting].

The translation of the pair of similar words illieges the fact that even though both languageseatly very
similar, a ,full size” bilingual dictionary is neseary. The translation of similar words is irregutathe extent
that prevents the use of some simpler mechanigmctdranscription).

The word formt7idé may be translated into Slovak eithertigsde (if the original word form represents a noun)
or as the formriediac (if the original form is a transgressive derivednfi the verktidit [to sort]). This word
form is another ilustration the need of a reliaklgger capable of high quality morphological disayahtion of
the input.

Taken these facts into account, we came to theviiilg composition of the system:

Import of the source (Czech input) sentence@gment from an “empty” translation memory”)
Morphological analysis of Czech

Morphological disambiguation of Czech

Domain-related bilingual glossaries

General bilingual dictionary

Morphological synthesis of Slovak

Export of the output to the original translatimemory (Slovak target sentence)

NogakwnhpE

Let us now look in more detail on individual modulef the system:

Import of the source (Czech input) sentence

The input text is extracted out of a translatiormey previously exported into an external file. Tésgorted
translation memory of TRADOS has a SGML-like markuith a relatively simple structure (cf. the followg
example):

Example 1. — A sample of the exported translatiemry

<RTF Preamble>

</RTF Preamble>

<Tru>

<CrD>23051999

<CrU>VK

<Seg L=CS_01>Pomoci vyk&aad-hoc niZete rychle a jednoduSe vyteéreSerSe.

<Seg L=SK_01>n/a
</Tru>



Our system uses only the segments marked by <S&@§HL81>, i.e. those which contain a source language
sentence, and <Seg L=SK_01>, which is empty anadtwhill later contain the same sentence translated
the target language.

Morphological analysis of Czech

The morphological analysis of Czech is based onntlbephological dictionary developed by Jan Eland
Hana Skoumalové in 1988-99 (for the tagset desaripsee [Haji 1998]). The dictionary covers over 700,000
lemmas and it is able to recognize more than 15watd forms. The morphological analysis uses &esyf
positional tags (each morphological category hfisea place in the tag) with 15 positions.

Example 2 — tags assigned to the word form “pom(@wlp/by means of)

pomoci:
NFP2------ A----
NFS7------ A----
R--2---mmeeem
where :

N — noun; R — preposition

F — feminine gender

S —singular, P — plural

7, 2 — case (7 — instrumental, 2 — genitive)
A — affirmative (non-negative form)

The morphological analyzer is written in C and effiactively process about 5000 tokens per second
(sustainable rate, including file compression/deg@ssion, network file sharing, etc.).

Morphological disambiguation of Czech

The module of morphological disambiguation is a keyhe success of the translation. It currentl{s gen
average number of 4.29 tags per unit of text (word)nput (it used to be less in the recent pastthe average
number of tags per token is growing due to theinairtg expansion of the dictionary, the processvbich
creates new homonyms). The tagging system is baseh exponential probabilistic model (for the mlod
definition and motivation, end evaluation resuke $Hajt 1998]. The learning is based on a manually tagged
corpus of Czech texts, containing roughly 1.2 rtokens. The system learns contextual rules (fegture
automatically and also automatically determinesuieaweights. The average accuracy of tagging v8 oeer
94% (measured on tokens of running text).

Training of the tagger is based on mostly newspégdr manually annotated within the Prague Depeoge
Treebank project (see H&j1998; for tagger training , we are using only laeel 1 (morphological) annotation,
not the level 2 (syntactic) annotation, of cours@rpining took about 4 days of CPU time, whenth#éd 15
morphological categories have been trained sepwridte to memory limitation reasons.

For feature selection, all combinations of up taifiple context constraints have been allowed, din
individual morphological category ambiguity clasgesth left and right), (full) tags as well as ividiual
morphological category values (only in the left o, of course), individual morphological category
membership in an ambiguity class (left and rigiritext) and full word forms (again, both left anght). The
maximum width of the context for feature selectimas +-1 for fixed position context constraints, and for
variable distance position context constraintsvdriable distance context constraints, the positiba relevant
token is determined by a particular major partjudech category value.

The number of possible features in a feature padks from several thousand (for categories wittery light
ambiguity, such as possessive gender and numbes@ueral million (for the most difficult morpholagil
categories from the tagging point of view, suctcase, number or gender). The resulting tagger hes i
thousand rules total for all morphological categer{feature batches, in the terminology of [El&iB98]
selected and weighted during the training proc€hese rules are stored in a SGML format and usethbéy
runtime module of the tagger for tagging both tteedh side of the dictionaries during the preprdngsstage
and for tagging the Czech input sentence durindrdreslation proper.



Even though in theory it is not necessary, the agptal model does use smoothing. It is based en th
ambiguity class of the morphological category irsfion, and it applies whenever no feature carppéeal for

a given token in context (remember, the rules ai@d selected, contrary to e.g. Ratnaparkhi’'s marim
entropy tagging system, which uses all predefiredures and only determine their weights). In otterds, if

no rule can be applied in a given context, the npogbable value of the morphological category iegjion
wins: if, for example, the choice for case is geriand locative, genitive wins.

As an example of a rule, let's present the ruledistinguishing gender of adjectives of the “sdftpe, which
are in most of their forms typically 4-way gendentaguous (among all Czech genders, which are four:
masculine animate (M) and inanimate (1), feminifg @nd neuter (N)):

Current ambiguity class for gender: FIMahd

Gender of the closest unambiguous noun to the (igdhtpositions max.) is unambiguously | (masc. imahp
and

Current ambiguity class for part of speech is A.(iunambiguous adjective)
= probability of current value of the gender categd§8.3%, F 0.8%, M 0.1%, N 0.8%

Such a rule is in fact one the first rules learhgdhe system, and it corresponds nicely to thengnatical rule

of gender (and number and case) agreement betwewum and a modifying adjective, which typically
precedes its head noun in Czech. Not all the radesuch straightforwardly interpretable; somehefrules that
use ambiguity classes heavily are not transpairteall,asometimes they “simulate” the lack of moretailed
context constraint (we have limited the numberiofpde context constraints to three — see abovet-weuare
aware of the fact that sometimes we would need asynas 10 context constraints should the rules be
linguistically plausible). Nevertheless, the leamalgorithm uses best what it can, namely, thaufea from in

the pool of possible features (however, the sefockeatures is based on a “greedy” algorithm, tretefore
possibly in general not optimal).

It is interesting to note that the tagger doesawetrtrain even when very low thresholds are setffiernumber
of occurrences of a feature to be still consideedselection. We have found experimentally thagrethe
threshold of 2 (i.e., when we consider featured Witquency 2 in the 1.2 mil. token training corpumsproves
accuracy on independent test data, and only tleshiofd of 1 (meaning that we consider every fedauad at
least once in the training data) slightly overtsafand also adds a huge number of rules, not surgly). The
difference between threshold 4 and 2 is not latigeygh, and it might be well worth investigating etter it
makes any difference in MT between Czech and Sléwaise the more detailed rule set, since the stiole 4”
rule set is significantly smaller, making the systever 50% faster.

In any case, the tagger is reasonably fast, wehuhl set of 11 thousand rules it can tag at @asnigble rate of
200 tokens per second; we have found experimentadlyy even though the tagger can run in a “full'idev

beam) Viterbi mode, the improvement in doing saegligible (undoubtedly due to the fact that we sgme
unambiguous right-context information in the rulesyl thus we use the built-in Viterbi search wigaim set to
1, effectively making decisions at every token indiagely. This simplification does speed up the tagg
process significantly.

Lemmatization immediately follows tagging; it ctses the first lemma with a possible correspondaggand
works with an accuracy close to 98%. This worksl fieal homonymy among lemmas with a different pdrt o
speech, but it fails completely for true polyseragaiution (word sense disambiguation for words Withsame
part of speech). We plan to add “real” word senisardbiguation in the near future, using the mettagio
described in (Ha§i, Hladk&a 1999).

Domain-related bilingual glossaries

The domain related bilingual glossaries contaimspaf individual words and pairs of multiple-wometins. The
glossaries are organized into a hierarchy specliiedhe user; typically, the glossaries for the trapecific
domain are applied first. There is one general hiatcrule for all levels of glossaries — the lortgeatch wins.
The multiple-word terms are a sequence of lemmas Word forms). This structure has several advagag
among others it allows to minimize the size of tfietionary. However, it entails preprocessing oé th
terminological dictionary by the same tools (morplgy and tagger) since typically words in termirgitml
phrases are inflected, too, and usually there isxternal indication which word is the headwora. fdct, this
means we have to have a morphological analyzeraategiger available for the target language as welgt
least an approximation of a tagger suitable fornplirase handling.) On the other hand, this gresitthplifies



the terminological dictionary handling by the erskrs: in general, it does not require any spegiallvement
on their part — the linguistic experts responsibleterminology simply maintain the terminologi@ittionaries
as if they are to be used by humans. We beliewehigapproach might prove to be very important p&our
system design, since it eliminates the well-knowghtcost factor for MT dictionary maintenance. &cff, this
idea might prove valuable also for MT systems falimary pairs of languages, not only those so ¢josgated.
Tags are “translated” too (see below in the “maatighary” section for reasons). Currently, theteys handles
well n:n term translation, uses heuristic guessing for asgtric casesnf:n) and a more sophisticated system
for handling the tags correctly in arm translation case is und development.

General bilingual dictionary

The main bilingual dictionary contains data necesdar the translation of both lemmas and tags. The
translation of tags (from the Czech into the Slogsktem) is necessary, because both systems use blat
slightly different tag sets. Also, the tags do abtays correspond exactly: for example, there areesSlovak
nouns which have different gender, or tags withards which do not exist in the other language.réfuee, a
Czech tag is not translated into a single tagjriiata priority-ordered list of tags.

Morphological synthesis of Slovak

The morphological synthesis of Slovak is based anoaolingual dictionary of Slovak, developed by ricH
(1991-99), covering more than 100,000 lemmas. Thwerage of the dictionary is still growing. It airas a
similar coverage of Slovak as has currently bedieaed for Czech.

Export of the output to the original translation memory

The export of the output of the systaffESILKO into the translation memory of TRADOS Traatsk’s
Workbench basically means that the output is cléarfeall irrelevant SGML markup and the whole réisg
Slovak sentence is inserted in the relevant lonatib the original translation memory file. The foMling
example also shows that the marker <CrU> contdiesinformation that the target language sentence wa
created by an MT system.

Example 3. — A sample of the translation memoryt&ioimg the results of MT

<RTF Preamble>

</RTF Preamble>

<Tru>

<CrD>23051999

<CrU>MT!

<Seg L=CS_01>Pomoci vyk&aad-hoc niZete rychle a jednoduse vytedreSerse.

<Seg L=SK_01>Pomoci vykazov ad-hoc mdZete rychémlnoducho vytvarareSerse.
</Tru>

3.2 EVALUATION OF RESULTS

The problem how to evaluate results of automatgingiation is very difficult. For the evaluation @ir system
we have exploited the close connection betweensgsiem and the TRADOS Translator's Workbench. The
method is simple — the human translator receivedriimslation memory created by our system andlates
the text using this memory. The translator is fi@enake any changes to the text proposed by timslé&ton
memory. The target text created by a human trarsiethen compared with the text created by thehaeical
application of translation memory to the sourca.t€RADOS then evaluates the percentage of matdhirige
same manner as it normally evaluates the percemtageatching of source text with sentences in tietion
memory. In the first testing on relatively largextse (tens of thousands words) the translation eckaly our
system achieved about 90% match (as defined byTBR®DOS match module) with the results of human
translation.

4. CONCLUSION

The role of tagging in a MT system between closelgited languages is crucial. We have achieved ®@36h
(as measured by TRADOS technical matching tools, subjectively, the translations seem even bétin
that. The tagger (together with the correspondiogpimological analyzer) is used at three differdates in the



system: in the preprocessing stage, for the taggfifgpth the source and target dictionaries, andrgime, for
tagging the input (source) sentence. In all thises, we also use the results of tagging for lematsin, due
to relatively high degree of lexical homonymy ine€h and Slovak (even though the lexical homonymy, a
opposed to morphological homonymy, is lower thay, n English), since lemmatization amounts bdlsida
major part of speech disambiguation.

The success ratio of the translation achieved by system justifies the hypothesis that word-for-avor
translation might be a solution for MT of reallystly related languages. The remaining problente tsolved
are those of one-to-many or many-to-many transiatichere the lack of certain information in glogsarand
dictionaries (and our current inability to get ititoof it automatically) sometimes causes an unrszcgs
translation error.

The success of the syst&iESILKO has encouraged the investigation of the ibdig to use the same method
for other pairs of Slavic languages, namely fordPeto-Polish translation. Although these languagyesnot so
similar as Czech and Slovak, we hope that an adaf a simple partial noun phrase parsing migbtiole
similar results. The first results of Czech-to Bloliranslation are quite encouraging in this respec
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