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Introduction
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Corpora with “gold standard” annotation are used
> as training and testing material for NLP algorithms/tools
> for searching for inguistically relevant patterns

Such annotation generally results from a semi-automatic
markup process, which can include errors through

> automatic processes

> human annotation or post-editing
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Effects of Annotation Errors

» Less reliable training of NLP technology

» van Halteren et al. 2001): a tagger trained on WSJ
(Marcus et al. 1993) performs significantly worse than
one trained on LOB (Johansson 1986)

> Less reliable evaluation of NLP technology

> van Halteren (2000): 13.6%-20.5% of cases where
WPDV tagger disagrees with BNG-sampler annotation,
cause is error in BNC-sampler (0.3% error, Leech 1997).
Etor rates for other corpora much higher.
> Padro & Marquez (1998): because of errors in the
testing data, cannot tell which of two taggers s better
> Low precision and recaH of queries for already rare
linguistic phenomen:
~ Meurers (2005); Iuw precision of queries for verbal
‘complex patterns since certain finite and non-finite verb
forms are ot reliably distinguished by German taggers
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Effects of Annotation Errors
Searching for linguistic phenomena: The role of precision

> By precision of search we are referring to:

» Of the resuls to the query, how many represent the
learner language patterns searched for?

~ False positives can result in two ways:

* Erassionsed i uery o charatrzs patos
other than the onos we are interested
~ Some ot he anmtains he queryrelers o icorec
> Requirements on precision of search

» for qualitative analysis: Needs 1o be high enough to find

relevant examples among the false positives.

- for quaniatve analysi: Forralatle rasuls,very igh
preciion s required.n paricuar e specic rare
language phenomena are conc

> As known from Zipfs curse, most lhmgs occur rarely

ovesing Erorsin

Effects of Annotation Errors
Searching for linguistic phenomena: The role of recall

e Erors

> By recall of search we are referring to
~ How many of the intended examples that n principle
are in the corpus are in fact found by the query?
» Requirements on recall of search
> for qualitative analysis: Any results found useful, but
danger of partial blindness where subcases are not
captured by query approximating target phenomenon.
» for quaniative analysis: Maximizing recall s crucial for
reliable quanitative result.

= Where a query characterizing a target phenomenon is
expressed in terms of annotation, high annotation quality
is important, and essential for quantitative analysis.

How to obtain high quality annotation

oo Erors
o

» Annotate corpus independently several times, then test
interannotator agreement (rants & Skut 1998; Aristein &
Poesio 2009)

» Interannotator agreement: Gan the distinctions made in
the annotation scheme can be applied consistently
based on the information avalable in the corpus?

> Define adequate annotation scheme, with explicit
documentation and a lst of problematic cases to
achieve maximal zgreemenl (Voutiainen & Jarvinen 1995;
Sampson & Babarczy

> keep only dlumcnons which can be reliably and
consistently identfied and annotated uniquely

~ appendix of difficult cases and how to resolve them crucial

Our research questions

> How about automatic methods for error detection?
+ Detection can feed into repair as second stage of
correction (c. also Oliva 2001: Blaheta 2002).
> What can be done for annotation of language in general?
> Can errors be found in common “gold standard” corpora
regarding their
~ part-of-speech annotation (Dicknson & Meurers 2003e)
» syntactic annotation (Dickison & Maurars 2003b: By,
Dickinson & Meurers 2007)
» discontinuous syntactic annotation (Dicinsan & Meurers 2004)
+ dependency annotation (Boyd, Dickinson & Meurers 2008)
including spoken language corpora (Dicinson & Mourers 20053).
= Detection of annotation errors through automatic
analysis of comparable data recurring in the corpus
~ DECCA NSF project (http://decca.osu.edu)
» Dickinson (2005)
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Variation Detection for POS Annotation
(Dickinson & Meurers 2003a)
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POS tagging reduces the set of lexically possible tags
to the correct tag for a specific corpus occurrence.

+ Aword occurring multiple times in a corpus can occur

with more than one annotation
Variation: material occurs muliple times in corpus
with different annotations

Variation can result from

~ genuine ambiguty

+ inconsistent, erroneous tagging
How can one find such variation and decide whether its
an ambiguity or error?

i

Classifying variation

Dutciog Errs
Cots Artaon

» The key to classifying variation lies in the contex:
> The more simlar the context of the occurrences, the
more likely the variation is an errr.
» A simple way of making “similarity of context” concrete
is to say it consists of
~ words
> which immediately surround the variation, and
- veqws identity of contexts.
= Extract all n-grams containing at least one token that is
annota«ed differently in another occurrence of that
n-gram in the corpus.
» variation nucleus: recurring unit with different annotation
» varlation n-gram: variation nucleus with identical context

i
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Computing variation n-grams

> Example from WSJ: Variation 12-gram with off
(1) to ward off a hostile takeover attempt by two European
shipping concerns.
» once annotated as a preposition (IN), and
+ once as a particle (RP)
> Note: Such a 12-gram contains two variation 11-grams:
(2) to ward o a host takoover atompt by two Eur. shipping
v O a hostle takoover atrp by two Eu. shipping concerns
— Calculate variation n-grams based on variation n-1-grams
to obtain an algorithm efficient enough for large corpora.
» Essentially an instance of the a priori agorithm
(Agrawal & Srikant 1994).

Computing variation n-grams
Algorithm

1. Caloulate the set of variation unigrams in the corpus
and store them.
2. Extend the n-grams by one word o either side. For
each resulting (n + 1)-gram
» check whether it has another instance in the corpus and
+ store it in case there is a variation in the way the
occurrences are tagg
3. Repeat step 2 until we reach an n for which no variation
n-grams are in corpus
Running this algorithm on the Penn Treebank 3 version of
the WSJ, retrieves variation n-grams up to length 224.

DetcingEroy
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Computing variation n-grams
Example: WSJ in Penn Treebank 3
> general corpus information:
» 1,289,201 tokens
» 51,457 types
+ 23,497 of types appear only once (= 1.8% of tokens)
» 98.2% of tokens appear more than once
> variation nuclei
+ 7,033 types
» 711,994 tokens = 55.2% of all corpus tokens
» variation n-grams:
» longest: 224
» 2,495 distinct variation nuclei for 6 < n < 224
» 16,319 distinct variation nuclei for 3 < n < 224
~ each corpus positon counting only i longest n-gram
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Heuristics for classifying variation
1. The length of the context

Idea: The longer the n-gram, the more likely the variation is
n error.

Example: In a variation 184-gram, the nucleus lending
varies between adjective (1) and common noun (nn).

lending

whw 74 identical words

109 identical words
Here, nw is the correct annotation of this n-gram.

Note: Heuristics independent of corpus, tagset, or language.

Heuristics for classifying variation
I, Distrust the fringe

Idea: Morphological and syntactic properties are governed
locally. The further the variation nucleus is away from the
edge of the n-gram, the more likely it is an error.

Example: A variation 37-gram with the nucleus joined
occurring as first word:

(3) a. John P. Karals .
b. John P. Karalis has ...
joined the Phoenix , Ariz. , law firm of Brown & Bain . Mr.
Karals , 51 , will specielize in corporate law and international
law at the 110-lawyer firm . Before joining Apple in 1986 ,

The context preceding the 37-gram shows:
> Ina. the verb must be tagged as past tense (veo),
+ inb. as past partciple (ven).

e Erors

Why does the non-fringe heuristic work? il
Non-fringe heuristic: one element of recurring context =
around a recurring nucleus is generaly sufficient to

determine that a variation in an annotation is erroneous.

Is this an artifact of the WSJ annotation or is there
independent motivation for such a general heuristic?

Interestingly, recent research on language acquisition
by Toby Mintz (USC) has addressed a related question

» How do humans discover and learn categories of words?
His results show that humans seem to make use of
exactly such non-fringe patterns (frames) to learn
categories!

R
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Independent evidence from language acquisition

Mintz (2002) shows that lexical co-occurrence
information of an element surrounded by a frame
(ie., X __Y) leads to categorization in adults.

Mintz (2003): frequent frames supply robust category
information, consistent across child language corpora.

Example for a frame from CHILDES (MacWhinney 2000):
+ youputit
+ youwant it
- yousee it
—you__it
Cross-linguistic viability of frame concept confirmed for
French (Chemla et al. 2009) and Mandarin (Xiao et al. 2006).
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Independent evidence from language acquisition
> Chemla et al. (2009) show that humans categorize
words most reliably when surrounded by a frame.
The other same size contexts are much worse:
1

Accuracy

French English

inge heuristic used for annotation error
detection relies on the basic human cognitive abilities
that led to the linguistic categories in the first place.
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Results for the WSJ

> Of the 2,495 distinct variation nuclei (types) 6 < n < 224:
+ 2,436 are errors (97.64%)
» Correcting the instancos of these variation nucli by
hand yieded 4417 foken correctons.
- 59 are genuine ambiguities
> 32 were 6-grams, 10 were 7-grams, 4 were 8-grams,
~ relevance of heuristic o prefer long context
» 57 appeared firstast
~ relovance of heuristic o distrust the finge.
> 31 are th firs wordiof the -gram, varying batween
opoit age: pat ton vty (e an past par e 1)
» Of 7141 distinct non-fringe variation n-gram types
3< n < 224, based on sampling we found that
» 6626 are errors (92.8%) — each at least one correction
» given 3% estimated POS error rate in the WSJ, the
method has a POS error recall of at least 17% Surmnry
UNIVERSITAT f
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Feedback for revising annotation scheme ==
For 140 of the 2436 erroneous variation nuclei, the variation

was clearly incorrect, but which tag is the correct one is

unclear from the guidelines (Santorini 1990).

Example: Salomon Brothers Inc
Brothers is tagged
» 27 times as proper noun (kne)
» 22 as plural proper noun (ws).

= Variation n-gram error detection helps identify error-prone
distinctions, which need to be documented more explictly or
possibly eliminated, e.g.

+ proper vs. common nouns

» certain types of noun-adjective homographs

oopercncy
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Related work on POS error detection

> Work with another focus, which could be combined with
our consistency-checking approach
~ Deriving and searching for bigrams of tags which should
never be allowed (Kvéton & Oliva 2002). —
Inconsistencies are mostly possible bigrams.
~ Sparse Markov transducers used to detect anomalies,
i.e.,rare local tag patterns (Eskin 2000). —
Inconsistencies are mostly recurrent, not rare.
> Using parsing failures to detect l-formed annotation
serving as parser input (Hirakawa et al. 2000; Maller &
Ule 2002). — Language specific resources.
~ Searching and correcting with hand-written rules
(Oliva 2001; Blahota 2002)
> Related to consistency of annotation
> Comparing tagger output with gold standard (van
Halteren 2000; Abney et al. 1999). Taggers detect
‘consistent behavior in order to replicate it.

DetcingEroy
Corps rwtaon
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Summary for POS error detection

> We discussed a detection me\huds for POS annotation
errors in gold-standard corpor:
> detect variation within comparame contexts
> classify such variation as error or ambiguity using
general heuristics
> Idea relies on multple corpus occurrences of a
particular word with different annotations
— particularly useful for hand-corrected gold-standard
corpora

» Evaluation showed the method detects errors in the
J with

> 92.8% precision
~ 17% estimated recall
> Qualitative inspection of the detected variation can
provide valuable feedback for annotation scheme
(re)design and documentation.

i
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Variation Detection for Syntactic Annotation
(Dickinson & Meurers 2003b, 2004; Boyd, Dickinson & Meurers 2007)

> Let's try to apply variation detection to the syntactic
annotation in treebanks!
> How can two syntactically annotated sentences be.
compared for this?
> Variation detection s closely related to interannotator
agreement testing for multiply annotated corpus.
> How are multiple annotations of the same sentences
compared for testing interannotator agreement?
> Calder (1997) and Brants & Skut (199) present
algorithm for detecting diferences in annotation.
» algorithm is annotation-driven, asymmetic, and
sentence-based
= We are looking for a data-driven, symmetric,
string-based approach.

Defining variation nuclei for syntactic annotation

How can we obtain a data-driven definition of a variation
nucleus as the unit of data on which the comparison of
syntactic annotation can be based?

Problem: No one-to-one mapping between word and label,
as with part of speech

Idea: Decompose variation nucleus detection into series of
runs for all relevant string lengths, more specifically
> define one-to-one mapping between string of a given
length and the label for that string
> perform runs for strings from length 1 to longest
constituent in corpus.

e Erors

Defining variation nuclei for syntactic annotation  &ikeiin
How to compare annotation for syntactic variation nuclei

» To obtain a uniform mapping from strings to labels
 assign all non-constituent occurrences of a string the
special label ni.
» Only compare categories assigned to the entire nucleus.
+ This intentionally ignores the internal structure,
» which is taken into account when shorter strings are

D Errsin

Examples from the WSJ corpus

> Variation between two syntactic category labels:
(4) maturity  next Tuesday

NP twice
PP once

labeled as

» Variation between constituent and non-constituent:

o W W e
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Computing the variation nuclei of a treebank

A simple way to calculate all variation nuclei
1. step through corpus:
~ store all stretches of length | with category label or wi.
2. eliminate the non-varying stretches
Problem: Inefficient generate-and-test method considering
all stretches of strings starting at any position in the corpus.

Insight:
> The way we have set things up, variation involves at
least one constituent occurrence of a nucleus.
— Only strings analyzed as constituent somewhere in
corpus need to be compared to annotation of other
occurrences of that string

Detcing Ers i
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Computing variation n-grams for a treebank S oo
Algorithm

For each constituent length i (1 < i < [longest-constituent)):
1. Compute the set of nuclei
) Find all constituents of length i: store them with their
category label
b) For each type of string stored as constituent of length i,
‘add i for each non-constituent occurrence
2. Compute variation nuclei set as:
> all nuclei from step 1 with more than one label
3. Generate variation n-grams for these variation nuclei,
just as defined for part of speech annotation

w8
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A case study: Applying the method to the WSJ

> Two types of syntactic information in the PennTreebank3
(Marcus, Santorini, Marcinkiowicz & Taylor 1999)
* syntactic category generally determined by
+ lexical material n the covered string and
 the way this materia is combined
» syntactic function (also) determined by
» material outside constituent
> We focus on the syntactic category.
> Technical realization:
+ TIGERRegistry (Lezius et al. 2002) converts, e.g.,
temporal noun phrase (NP-TMP) to noun phrase node
(NP) under temporal (TMP) edge
 variation n-gram test based on node labels only
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Dealing with unary trees e Loeid
> unary branch causes same string to be annotated by e
two distinct categories

~ would be detected as variation in annotation

> eliminate unary branches and relabel with mother/daughter 2.,
category label, adding 70 new labels to original 27. Connrey
> Example
NP
| NP/QP
? = |
| 10 milion
10 million
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Constituent lengths in the WSJ

101932

g

=8

[——
H

W0 125 10 175 20 25 20 205
sze of consivunt

EEEEE

» Possible syntactic variation nucleus lengths:
1<n<27t

> Largest repeaﬂng string with variation in annotation:
length 4

i
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Error detection results

» Total 5277 distinct, non-fringe variation nuclei
» di h corpus position is only taken into account
for Iongesl variation n-gram it ocours in

> non-fringe: nucleus is surrounded by at least one word
of identical context

> We inspecting 100 randomly sampled examples:

> 719% errors, with 95% confidence interval for point
estimate of .71 being (6211, .7989)
— between 3398 and 5014 erroneous variation nuclei,
each corresponding 1o at least one token error

» What are the reasons for the misclassified ambiguities?

Misclassified Ambiguities |: Null elements ooty
10 of the 29 ambiguous nuclei in sample are null

elements varying between two different categories.

WS annotators inserted markers for arguments and

adjuncts realized non-locally, or unstated units of

measurement (cf. Bies et al. 1995, p. 59).

Example: “EXP" (expletive) annotated as S or SBAR

(5) ...it [5 *EXP*] may be a wise business investment“[g fo
help *keap Thase jobs and sales taves withn iy mit]

(6) ...it [sgaR "EXP] may be impossiie [spa for the
troker o cary out o ode] bocause.

Ambiguity arises where nullitems occur in place of
‘element non-locally realized.

Misclassified Ambiguities I: Null elements
Effect of eliminating variation detection for null elements

> remove null elements from set of variation nuclei of
length 1

> resulting number of non-fringe distinct variation nuclei:
5584

» 78.9% of sample are errors,
with 95% con. interval (.7046, .8732):
» between 3934 and 4875 erroneous variation nuclei,
each corresponding to at least one error instance

oo Erors
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Misclassified Ambiguities II: Coordination Gorpus moston

> 6 of the 29 ambiguities deal with coordinate structures.
> Annotation scheme distinguishes simple i.e.,
non-madified) and complex coordinate elements.

> Evenif an element is simple, itis annotated like a
complex element when conjoined with one.

i
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Coordinate structure example

interestin a flat coordinate structure:

inerest and  penalies  owed

ot an e pees
= Annotation scheme makes a distinction externally motivated ;.
i

Related work on syntactic error detection

» CCGbank (Hockenmaier & Steedman 2005): derived
from Penn Treebank, fixing some errors:
» 9. “Under ADVP, i the adverb has only one child, and
itis tagged as NNP, change it to RB”

> Blaheta (2002) dlscusses types of errors and some
rules to identify ther
> e.g.: “If an IN is ocourring somewhere other than under
aPP,itis likely to be a mistag”

> Ule & Simov (2004) search for unexpected rules, using
information about a node and its mother

~ Discrepancies between mother and daughter
‘annotation can point 1o errors

w8
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Summary for constituency error detection

> We showed how one can extend the POS-error
detection approach to syntactic annotation.

llustrated with a case study based on WS treebank
that the method is successful (71% precision) in et
detecting inconsistencies in syntactic category annotation. cs

Approach supports two aspects of treebank improvement:

+ makes it possible to find and correct erroneous variation
in corpus annotation

> provides feedback for development of empirically
adequate standards for syntactic annotation, identifying

Dopercncy
distinctions difficult to maintain over entire corpus. =

Discontinuous constituents

» Discontinuous constituents (or equivalents) have been
proposed in a wide range of syntactic frameworks, e.g.
» Tree Adjoining Grammar
(Kroch 5 Joshi 1987: Rambow & Josh 1994)
» Categorial Grammar (Dowty 1995; Heppla 1994; Moril 1995)
linearization-based Head-Driven Phrase Structure
rammar (Reape 1993: Kathol 1995; Richier & Sailer 2001 Miller
1599: Parn 1995; Dorohue & Sag 1999; Bonam el . 1999)
non-projective Dependency Grammar
(6rover 1998: itk et . 2001
approaches positing tangled trees.
(McCawey 1982: Huck 1985; Ojeca 1987: Blevis 1990)

> They are also used in German treebanks (NEGRA,
Skut et al. 1997, 1998; TIGER, Brants et al. 2002)

DetcingEroy
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Some examples for discontinuous constituents

» An English extraposition example:
(7) The man came into the room who everybody loved.
» An English particle verb example:

(8) a. I called up John.
b. | called John up.

> German extraposition example (Brants et al. 2002)

(9) Ein Mann ko, dr lacht
man comes , who laughs
“Aman who laughs comes.

Here Ein Mann der lacht is an NP constituent.

i
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Treebanks and discontinuous constituents

> Treebanks which have been developed for languages
with relatively free consituent order often represent
discontinuous constituents (one way or another).
> For German, we take a closer look at:
» NEGRA Treebank (Skut et al. 1997, 1998)
~ witen language: Frankfurter Rundschau, a national

» 20,000 sentences (350,000 tokens)

» fla structures as encoding of argument structure.
» TIGER Treebank (Brants et al. 2002)

» Extension of the NEGRA project

» > 35,000 sentences (700,000 tokens)

The NEGRA/TIGER Treebanks

» annotation consists of tree structures with node and
edge labels
> tree structure:
- encodes arqunent siructure
> propert
> crossing branches used extensively
> o empy terminal nodk
> each daughter has one mather (but some secondary
edges)
» node and edge labels encode:
» phrase level: syntactic categori
» lexical level: STTS part-of- speech (chille, Teufel &
Thielen 1995)

e Erors

An extraposition example (NEGRA corpus)

D Errsin

Error detection for discontinuous constituents

> The variation n-gram method relies on the assumption
that a continuous string can be mapped to a category.
> Extend itto account for the fact that
» the variation nuclei, and
» their contexts
are o longer required to be continuous strings, and
+ adapt the variation classification heuristics accordingly.

i
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Adapting the algorithm to discontinuity

Error detection for syntactic annotation is broken down into
runs for all constituent lengths (1 < i < longest-constituent):

> Constituent size includes only the tokens that are a part
of the constituent, not possibly intervening material.

Compute the set of nuclei:
) Find all constituents of size i: store them with their
category label
b) For each type of string stored as constituent of length i,
add each non-constituent occurrence with label NIL
The variation nuclei set is the set of all nuclei with more
than one label

Generate variation r-grams for these variation nuclei.

Detcing Ers i
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Notes on Variation Nuclei G v
Discontinuous non-constituent occurrences e
o find all strings that match a constituent in the corpus, we

need to take discontinuous strings into account. The strings

o be found may not be constituents:

(10) in diesem Punkt seien sich Bonn und London
onthis  point are self Bonn and London
nicht einig
not agreed -

“Bonn and London do not agree on this point.

(1) i diesem Punkt seien sich Bonn und London offensichtiich

nthis  point are self Bonn and London clearly
mchkelmg

ot agreed -

Here, sich einig is an AP in (10), but a discontinuous
non-constituent (= NIL) in (11). ity
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Notes on Variation Nuclei
Limiting the occurrence of non-constituents

Constituents can overlap with non-constituent occurrences:

(12) Ohne diese Ausgaben, so die Weltbank, seien
without these expenses 5o the world bank are
die Menschen totes Kapital
dead capital
“according 1o the worldbank, without these expenses the
people are dead capital

> The string die Menschen occurs twice:
~ once as a continuous constituent
> once as a discontinuous non-constituent Omentesy
I a constituent overlaps with a non-constituent string, i
ignore the non-constituent string. Sy
Wi
RN

Computing variation nuclei efficiently
Use tries for storage
: Find all potentially discontinuous strings that match a
string occurring as a constituent in the corpus.
Determine a tractable domain for the search:

How to do the search:
> Inefficient generate-and-test method:
1. Generateevery (potetaly discontuous)substng o

a sentence (= 2”1 cases for sentence len
2. Toao s which ones malch  consiuont.
> Incremental method using a trie as a guide
1. Store all constituents in a trie with words at nodes.
2. Incrementally match every (potentially discontinuous)
substring of a sentence with a path i the tre.

= Incremental matching significantly reduces search space.

Syntactic annotation: only consider strings within a sentence.

DetcingEroy
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Which contexts for discontinuous constituents

Idea: the more similar the context, the more likely variation
in the annotation of a nucleus is an error.
» Previously: expanded context 1o left and right
> Now: also expand into internal context,i.e., material
contained within span of discontinuous constituent but
not part of constituent itself

Howto doit:
> Incrementally add context adjacent to the nucleus.
> Why? The most local context helps the most with
disambiguation
= Require surrounding context for every terminal element
of the nucleus in order for it to be non-fringe.

i
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Results on the TIGER corpus
The Setup

» Used TIGER treebank (Brants et al. 2002), a German
newspaper corpus with 712.332 tokens in 40.020
sentences

> Evaluation of whether a detected variation points to an
error was carried out by George Smith and Robert
Langner of the TIGER project.

Results on the TIGER corpus

Baseline, without context:
» Method detects 10.964 variation nuclei.

> 13% pointed to at least one token error in sample of 100,
(95% contf. interv.: 702 (6.4%) —

Using word contexts (non-fringe nuclei):
> Resulted in 500 shortest non-fringe variation nuclei,
sshortest non-fringe = rely solely on non-fringe heuristic
» 80% pointed to at least one token error in sample of 100.
(95% conf. interv.: 361 (72.2%) ~ 439 (87.8%) are errors)
> Precision comparable to regular syntactic annotation
(74% in Dickinson & Meurers 2003b)

2.148 (19.6%) are errors) T

e Erors

Increasing recall
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o

The variation n-gram method for detecting annotation errors.
» Finds recurring data and compares analyses in different
corpus instances
> Uses shared context as a heuristic to determine when
analyses should be annotated identically
Two ways to increase recall
> Redefine variation nuclei, to extend the set of what
counts as recurring data for which annotation s compared.
» Redefine context and heuristics, to obtain more
on n-grams predicted to be errors.

b
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Approach explored
Using part-of-speech nuclei to increase recall

> Toincrease the number of erors found, relax the
requirements of what constitutes comparable strings
» Redefine variation nuclei: POS instead of words
Example (WSJ corpus, PennTreebank3 tagset, 45 tags):
(13) a. Basrng on Friday said 0 it
received [ve an/DT order/NN] *ICH* from Martinair Holl
b. it received [up @/DT contract/NN *ICH*] from Timken Co.

> But more general recurring units (POS tags) may
negatively impact the precision of error detection.

» To use a more general representation, we also need
more constraints on the disambiguating contexts.

i

Approach explored
Identifying reliable contexts to maintain high precision

» Example ilustrating problem that shortest non-fringe
heuristic does not ensure sufficient context:

(14) a. crippled * by a bitter , decade-long strike that *T*
began [ in/IN 1967/CD] and cut circulation in half

b. its problems began [ In/IN [ 1987/CD and early
1988]] when s ...

Here, the variation in structure is a correct ambiguity.
> What treebank information can accurately distinguish
erroneous variation from legitimate ambiguity?
— We explore three new heuristics, based on annotation:
* Heuristic 1: Shared complete bracketing
+ Heuristic 2: Shared partial bracketing
» Heuristic 3: Shared vertical context

TMRR
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Heuristic 1: Shared complete bracketing

greamperenin
Cotos At

Target 1: Variation with bracketing agreement, i.e., between
nuclei which are constituents (XP vs. YP)

> Both annotations agree on the bracketing
— Significantly more likely that variation in label is an error

Ex.: RB JJ varies between NP and wrong ADJP in 4-gram:
(15) a. This was [y» to0/RB much/dJ] for James Oakes , the
courf's chief judge
b. Avondale was notified * by Louisiana offcials in 1986 that
itwas [soup potentially/RB responsible/dJ] for a cleanup
af an oifrecyciing plant

Heuristic 1: Shared complete bracketing is comparable context s

i
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Heuristic 2: Shared partial bracketing
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Target 2: Variation between constituent and non-constituent

(16) a. crippled * by a bitter , decade-long strike that “T*
began [e i/IN 1967/CD)] and cut circulation in half
b. its problems began [¢» in/IN [ve 1987/CD and early
1988 when s -

> Legitimate attachment difference here because
~ *in 1967"forms a complete VP with began, but
“in 1987 does not
one word of surraunding context s not suficient to
distinguish the two cases

» Can we define a heuristic to reduce risk of attachment
ambiguities?
R

Heuristic 2: Shared partial bracketing

ic 2: Require one extra word on side(s) without
shared brazket

Example: Erroneous variation for the variation nucleus

VBG JJ NNS

(17) he stayed inside the Capitol
* [ve [ve monitoring/VBG tax-and-budget/J. talks/NNS]
Tnstead of flying to San Francisco .|

(18) one of the firs bids under new takeover rules aimed * at
*lup encouraging/VBG open/JJ bids/NNS instead of
‘Gradual accumulation of arge stakes]

> The consiituent and the w.string share a left (v7)
bracket, but not a right one.

» Requiring extra word of context on right side (0f)
supports that these cases are indeed comparable.

DetcingEroy
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Heuristic 3: Shared vertical context

Target 3: Variation in bracketing of nucleus, but shared
bracketing in n-gram

Example: erroneous variation for nucleus RB JUR IN CD:

(19) a. will be diluted *
0 [ue [or Slightly/RB lessiJR than/IN 50/CD] %) atter

b. will fall
o [ue slightly/RB more/JR than/IN 11/CD %] from
STghtly more than 14 %

» Considering n-gram with additional token (%) to right of
nucleus provides shared complete bracketing (NP)

Heuristic 3: Shared bracketing of n-gram resulting from
adding a word of context to left and/or right of nucleus

i
TR
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Results for POS nuclei

After generalizing the nuclei from words to POS, we obtain
> 50,396 variation nuclei for the WSJ
> 16,598 of which remain after removing nuclei which are
single null elements (cf. Dickinson & Meurers 2003b)
> Significanty higher than the 3,619 comparable cases
uclei
To gauge performance of POS nuclei:
> Sampled 100 cases from 16,598 to examine by hand
> 28% point to an error
» 4,647 estimated cases of errors, which is a significant
improvement in recall over 2,745 for word nuclei

Results with heuristics

> Heuristics select 6,343 variation nuclei of 16,598:
> Heuristc 1 (Shared complete bracketing): 1,339
~ Heuristic 2 (Shared partial bracketing): 3,731
> Heuristic 3 (Shared vertical context): 1,273
> Inspected random sample of 100 cases to judge precision

Overall 68.69%
Heuristic 1
Heuristic 2
Heuristic 3

1%
61%
5%

» Estimate 4,357 errors from 6,343 cases, 59% increase
in recall over estimated 2,745 errors with word nuclei
+ 73 cases not covered by heuristics: 8.22% precision
= New heuristics cover most cases, approaching high
precision of word nucleus method while increasing recall

e Erors

Limitations of POS nuclei

> Generalizing from word to POS nucle is not always
successful, i.e., POS class not fine grained enough.
» Example: variation trigram *remains JJ for"
(20) . avirus that “T* [ve
remains [xo.p ctiveldd] [»» for a few days]]
b. remains [aoup responsible/d for the individual
policy services department]
+ Depends upon particular adjective in determining how
the for phrase attaches

> One could explore refining or lexicalizing some
part-of-speech classes to account for such differences.

oo Erors
o
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Alternatives ways to increase recall

» Use more general types of context (e. g POS tags,
Dickinson 2005; Dickinson & Meurers 2(
» 8,715 shortest non-fringe variation nuc\e\. w.m an
estimated 53% error detection precision
» Could be combined with the POS nucleus approach
using the new heuristics.
> Immediate dominance variation method (Dickinson &
Meurers 2005c) based on RHSs of treebank rules
» Overlaps with shared complete bracketing cases when
RHS is complete sequence of POS tags
» Mainly only handles errors stemming from variation in
Iabeling and not bracketing erfors
— Separate slides on exploring endocentricity

i
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Summary for increasing recall of
constituency error detection

> Increased error detection recall for syntactic annotation
by generalizing nature of comparable recurring unit

» Generalized variation nuclei of variation n-gram method
to POS tags instead of using identical surface forms.

> Determined additional contextual heuristics for errors

i

Variation Detection for Dependency Annotation
(Boyd, Dickinson & Meurers 2008)

> Arange of high-quality dependency treebanks for a
variety of different languages are available, e.g
> Prague Dependency Treebank (PDT) of Czech
(Haji et al. 2001)
* Ao Deperdency Tecbank o Dutch
(van der Beek et al.
> Talbanken05 corpus of swewsn (Nivre et al. 2006)
+ Arboretum treebank for Danish (Bick 2003)
~ Danish Dependency Treebank (Kromann et al. 2004)
> Multi-ingual dependency parsing highlighted by 2006
CoNLL-X Shared Task
> As far as we are aware, ltle work has been done on
detecting errors in treebanks

TR

-
i
ity

3



Dependency annotation
Some characteristics

Dt Eros i
e

» Dependency annotation
~ captures grammatical relations between words
+ can relate non-adjacent elements |
» may include non-projectivty,i.e., dependency arcs can cross. .
> Example from Talbanken05 corpus (Nivre etal. 2006):  Gvmameons
~~
S5 o0
Deras ulbildning tar 345 dagar
Their education takes 345 days

@1

Corpora used for dependency error detection

- Explcre approach on the basis of three diverse
\cy annotation schemes for three languages:
 barkents corpus of Swedish (Nivre et al. 2006)
rox. 320,000 tokens
> distinguishes 69 dependency relations
» Prague Dependency Treebank (PDT 2.0) of Czech
(Haiié et al. 2003), Analytical layer (surface syntax)
> 1.5 millon tokens (83,000 sentences)
> distinguishes 28 dependency relations
» Tiger Dependency Bank (TigerDB) of German
(Forst et al. 2004)
> semi-automatically derived from the Tiger Treebark

taken from the Frankiurter Rundschau.
» 36,326 tokens (1,868 sentences)

PARC 700 Dopendency Bank (King ot al. 2
including sublexical and abstract nodes

(Brants et al. 2002), a corpus of German newspaper text

» distinguishes 53 dependency relations, following English

DetcingEroy
Corps rwtaon
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Adapting the method to dependency annotation
> Whatis involved in applying the variation n-gram
method to dependency annotation?

> Mapping from a pair of words to their dependency
relation label, we have variation nuciei of size 2.
> We encode the head information into the label

~ R means the head s on the right
» Liorthe lft

> Example from Talbanken05 corpus:
SN A
i co

Deras utbildning tar 345 dagar

Their education takes 345 days

@1

> utbildning tar: SS-R
> tar dagar: 0O-L

i
ittty
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Applying the variation n-gram method

With the dependency annotated data encoded in this way,
there are three different possibiltes for errors:

> Errors in labeling: SUBJ vs. OBJ

> Errors in what the head is: OBJ-L vs. OBJ-R

» Errors in dependency identification: OB vs. NIL

What needs to be added to the basic picture?
Take the nature of dependency annotation into account in
> defining the set of variations that need to be considered

> determining a notion of context sufficient to identify the
variations which are errors — heuristics

Errors in dependency identification

> The existence or absence of a dependency is captured
by variation with the special label NIL

» Eg. DT vs. NIL inthe following Talbanken05 example:
Wor or w Mo

Backberger sager i
Backberger says

(22) a.

in her article * The sacred famiy

Woor oor B o

Backberger skriver i sin artikel * Den heliga famijen
Backberger writes in her article ' The sacred family

» Search for NIL pais restricted to within same sentence

sin artikel * Den heliga familjen .

e Erors

Accounting for the nature of dependencies

oo Erors
o

> Variation n-gram approach for constituency useful
starting point, but how do we adapt it to the nature of
dependencies?

» There are formal and linguistic issues in adapting the
method from constituency to dependency annotation,
including

» Overl

P
~ Contiguity

b

D Errsin
ot rvaon

Constituency and Dependency
Overlap

> Two phrases in a constituency-based representation
never share any of their daughters, nless one is
properly included in the other.

> In a dependency representation, the same head may
participate in multiple dependency relations, causing
dependency pairs to overlap in one token.

» Example: tar is the head of two dependencies in (21)

NN A

ot ss
Deras utbildning
Their education takes 345 days

0
(21) tar 345 dagar

A
TR

Constituency and Dependency
Dealing with overlap

(23) A\‘

0
She showed the department chair the beautiful old chair

= Setup variation detection to compare sets of all
dependencies between the words in the nucleus.

» e.g., for the case above: < showed, chair. {DO. IO} >

Detcing Ers i
Gl o
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Constituency and Dependency
Contiguity

> Within traditional constituency frameworks, the sisters
in a local tree are contiguous, i.e., their terminal yield is
a continuous string.

» For dependency annotation, a dependency graph will
often relate non-contiguous elements.

N AN A
4 B

Handeln  (ger tilbaka imed dem
Commerce gives back with them

(24

= Ensure that intervening material is considered as
context.

i
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Single-head constraint for dependencies ==
» Dependency annotation schemes differ in whether they

assume a single-head constraint, i.e., whether every

word is a dependent of exactly one head.
> E.g., the TigerDB does not satisfy this constraint:

(25)

0CINF
Wer aber soll den Schrsdsrn:hlsr spielen 7
but shall the play 2

o
— ==
i |
> Variation detection checks each mappings from nucleus e
to its annotation independently, so no single-head
assumption is needed.

Indirect annotation

> Variation n-gram approach i strictly data driven

> In mapping from words to dependency labels, each
dependency relation label is considered independent of
the others.

+ Locality assumption similar to the well-known
independence assumption for ocal trees in PCFGs

» In some dependency treebanks, no such locality
requirement is enforced: some labels are based upon
annotation decisions elsewhere in the graph.

> Examples for such indirect dependency encoding:
prepositions, complementizers, coordination in the PDT
(analytical layer).

DetcingEroy
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Indirect annotation
Example: Coordination

/\/‘\

Yot e
memny jsou v
telephones are in

adv
Britanii
Britain

Nejlevnéisi
cheapest

(26) a.

e
b Na pakDﬂch jsou telefony fax)
in rooms are telephones and fox machines

i
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Indirect annotation
Example: Prepositions

v
in Brmo
rep. Noun

zadrs
detained
Vero

Indirect annotation
Example: Indirection can cross significant contexts

@9 a

TN
e S

Oblastni sdruzeni  ODS.
regional branches of ODS
Ad - Noun

~
AP Ar (AEGS Goord Aur
na seveni Moravé a ve
in  Northern Moravia and  in
Noun  Corj Prep

Noun  Prop

AxP Ar (AdvCo Coord AP (AduCo
na severni Moravé a ve Slezsku spachdno
in  Northern Moravia and in  Silesia committed

oo AG Noun  Comj Prep Nown

Ao
Slezsku
Silesia
Noun

Indirect annotation
Possible recoding of some cases as local to head

Original Recoded as:
~
P
utkéni v Brné
game in Brno
Noin Prep Noun

@) a @0) a

~
Ade Avp
Brné. zadizen v Brné
in Bmo detained in  Brno
Noun Veib  Prep Noun

~

AuP A

zadrzen
detained

oo Erors
o

b
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Adapting the variation nuclei algorithm

1. Gompute the set of nuclei:

a) Store all dependency pairs with dependency label.

» The dependency relations annotated in the corpus
are handled as nuclei of size two and mapped to
their label plus a marker of the head (UR)

+ The labels of overlapping type-identical nuclei are
collapsed nto a set of labels.

b) For each distinct pair of words stored as dependency, we.
search for non-dependency occurrences of words 5
and add the nuclei with label NIL.

» Atrie data structure is used to store all potential
nuclei and to guide the search for NIL nuclei

» Search is limited to pairs within same sentence.

» NIL nuclei which overlap with a genuine
dependency are not considered.

2. Compute the set of variation nuclei by determining
which of the stored nuclei have more than one label.

wiEE
MR 3]

ing contexts for

Question: How can we detect which variations are errors,
given that dependencies are generally non-adjacent?
> How much context do we need to determine if a
variation is an error?
So far, we have relied on immediately surrounding context,
which is cognitively plausible. Do dependencies need
» more context? Many dependencies are non-adjacent.
> less context? More information is now encoded in the
nucleus itself (head information).

Detcing Ers i
Gl o
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Heuristic 1: NIL internal context heuristic

The general non-fringe heuristic is applicable: an
element in a dependency nucleus is non-fringe iff it is
next 10 a context word of the other word in the nucleus.
Are there less strict, reliable dependency annotation
context heuristics than the non-fringe heuristic?
Heuristic 1: NIL internal context heuristic:

~ only require identity of internal context

when the variation involves i

Heuristic 2: Dependency context heuristic

i
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Heuristic 1: NIL internal context heuristic
Example for case predicted to be an error

s8 OF OBJ OCINF
* Wirtschaftspolitik Iaft auf sich warten
economic policy  lets on itself  wait

DET 8 oP 0B OCINF
b, Die Wirtschaftspolitik I3t auf sich warten
the  economic policy lets on itself  wait

‘Economic policy s a long time coming.

@1 a

Dt Eros i
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Heuristic 1: NIL internal context heuristic
Example for case predicted notto be an error

o o
62 . ' don veromgion Stasten
the

United  States

MO OET MO
i den vergangenen
in the  past

NUMBER
zehn
ten

o8 OP DET

Jahrsn an drs Vereinigten Staaten
to ited

08y

States

Heuristic 2: Dependency context heuristic

> If the head of a variation nucleus is being used in the
same function in allinstances, the variation in the
Iabeling of the nucleus is more likely to be an error.

> Conversely, when the head is used differently, it is more
likely a genuine ambiguity.

i

ittty

Heuristic 2: Dependency context heuristic
Example: head with two different functions — not an error

P s 0T cC
i den ena eller andra formen
in the one or other form

Y7

(33) a

i den ena ollr béda /ardnklmngama
or oth

in the one other direction:

ovesing Erorsin

Results
Talbanken 05

» 197,123 tokens in 11,431 sentences in sections P and G
> 210 different variation nuclei using non-fringe heuristic
> 92.9% precision (195 error nucle)
(thanks to Joakim Nivre, Mattias Nilsson and Eva
Pettersson for the evaluation)
> 274 error instances:
» 145 labelling confusion
+ 129 dependency identiication
» observations:
+ common problems: determiner (DT), preposition (PA)
~ more errors with adverbials (73) than arguments (31)

e Erors

Results
PDT 2.0

> 38,482 sentences (670,544 tokens) in fulliamw section
> 553 different variation nuclei using non-fringe heuristic
» 426 cases after removing errors involving punctuation
+ 354 cases after recoding indirect AuxP and AuxC deps.
59.7% precision (205 error nuclei)
(thanks to Jirka Hana and Jan $tépanek for evaluation)
251 error instances
+ 152 labeling confusion (60.6%)
» 99 dependency identification
observations:
» 49% of false positives due to other indirect annotation
scheme decisions (coordination)
+ common problem with AdvAtr vs. AtrAdy, preference for
adverbial of predicate vs. attribute of lower node

oo Erors
o

b

Results
TigerDB

> Only used sentences with lexically-rooted dependency
structures, ignoring abstract and sublexical nodes.
1,567 sentences (29,373 tokens)
276 variation nuclei, NIL internal context heuristic
48.1% precision (133 error nuclei)
149 error instances
» 46 labeling errors
» 103 dependency identiication
observations:
. wns\slenl tokenization is a problem for mult-word
1 names, e.g., Den Haag (The
Hague), sur ot (o ot o)
~ prepositional argument vs. moxiier distinction dificult
e.g., Bedarf an X (demand for X).
» false positives due to ambiguous tokens, for which POS
disambiguation would help

D Errsin
ot rvaon

Outlook: Increasing recall
The issue

> word-word dependencies are highly speciic.

> How can they be generalized to increase the number of
recurring dependency pairs limiting the recall of the
variation detection method?

‘Specific lexical properties of head important, e.g
> Lexical information s known to improve PCFGs through
head-lexicalization (e.g., Coliins 1996)

To characterize the dependent, POS class may be sufficient
= Generalize from word-word to word-POS dependencies

> For nuclel not annotated as a dependency (NIL), use
head-dependent orientation of string we compare it to.

wiEE
MR 3]

(ef. subcategorization frame in lexicalized theories of grammar).

Detcing Ers i
ot rmaon
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Outlook: Increasing recall
Tagset dependency

* Use of word POS depandencias is dopendent on the
granularity of the POS tagset use
+ Talbanken05 corpus has 40 caalssgmmed POS tags
~ PDT 2.0 distinguishes 4290 POS tags (Hailc 2004)

» For positional tagsets, one can decide which positions
of the tagset o use, e.g.,
~ including case information is likely to increase precision
> distinguishing comparative and superlative adjectives
could decrease recall

i
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Summary

> We motivated the need for error detection in annotated
corpora, and introduced the variation n-gram approach
as an automatic error detection method.

> Research on category learning in humans provides
independent evidence for the notion of context used.

> The method successfully detects errors in

> discontinuous constituency,
» and dependency annotation
> We showed that the method can provide significant
feedback on annotation scheme distinctions which
» are not sufficiently documented,
> rely on representational choices not locally motivated,
» or cannot reliably be made based on the evidence found
inthe corpus,

Dt Eros i
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