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Motto:

“You shall know a word by the company it keeps!”
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1
Introduction

Word association is a popular word game based on exchanging words that are in some
way associated together. The game is initialized by a randomly or arbitrarily chosen
word. A player then finds another word associated with the initial one, usually the
first word that comes to his or her mind, and writes it down. A next player does
the same with this word and the game continues in turns until a time or word limit
is met. The amusement of the game comes from the analysis of the resulting chain
of words – how far one can get from the initial word and what the logic behind the
individual associations is. An example of a possible run of the game might be this
word sequence: dog, cat, meow, woof, bark, tree, plant, green, grass, weed, smoke, cigarette,
lighter, fluid.1

Similar concepts are commonly used in psychology to study a subconscious mind
based on subject’s word associations and disassociations, and in psycholinguistics to
study the way knowledge is structured in the human mind, e.g. by word association
norms measured as subject’s responses to words when preceded by associated words
(Palermo and Jenkins, 1964). “Generally speaking, subjects respond quicker than nor-
mal to the word nurse if it follows a highly associated word such as doctor” (Church
and Hanks, 1990).

1.1 Lexical association

Our interest in word association is linguistic and hence, we use the term lexical asso-
ciation to refer to association between words. In general, we distinguish between three
types of association between words: collocational association restricting combina-
tion of words into phrases (e.g. crystal clear, cosmetic surgery, weapons of mass destruc-
tion), semantic association reflecting semantic relationship between words (e.g. sick –
ill, baby – infant, dog – cat), and cross-language association corresponding to potential
translations of words between different languages (e.g. maison (FR) – house (EN), baum
(GER) – tree (EN), květina (CZ) – flower (EN)).

In the word association game and the fields mentioned above, it is a human mind
what directly provides evidence for exploring word associations. In this work, our
source of such evidence is a corpus – a collection of texts containing examples of word
usages. Based on such data and its statistical interpretation, we attempt to estimate
lexical associations automatically by means of lexical association measures determin-

1examples from http://www.wordassociation.org/
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1 INTRODUCTION

ing the strength of association between two or more words based on their occurrences
and cooccurrences in a corpus. Although our study is focused on the association on
the collocational level only, most of these measures can be easily used to explore also
other types of lexical association.

1.1.1 Collocational association

The process of combining words into phrases and sentences of natural language is
governed by a complex system of rules and constraints. In general, basic rules are
given by syntax, however there are also other restrictions (semantic and pragmatic)
that must be adhered to in order to produce correct, meaningful, and fluent utter-
ances. These constrains form important linguistic and lexicographic phenomena gen-
erally denoted by the term collocation. Collocations range from lexically restricted
expressions (strong tea, broad daylight), phrasal verbs (switch off, look after), technical
terms (car oil, stock owl), and proper names (New York, Old Town) to idioms (kick the
bucket, hear through the grapevine), etc. As opposed to free word combinations, colloca-
tions are not entirely predictable only on the basis of syntactic rules. They should be
listed in a lexicon and learned the same way as single words are.

Components of collocations are involved in a syntactic relation and usually tend
to cooccur (in this relation) more often than would be expected in other cases. This
empirical aspect typically distinguishes collocations from free word combinations.
Collocations are often characterized by semantic non-compositionality – when the
exact meaning of a collocation cannot be (fully) inferred from the meaning of its com-
ponents (kick the bucket), syntactic non-modifiability – when their syntactic structure
cannot be freely modified, e.g. by changing the word order, inserting another word,
or changing morphological categories (poor as a church mouse vs. *poor as a big church
mouse), and lexical non-substitutability – when collocation components cannot be
substituted by synonyms or other related words (stiff breeze vs. *stiff wind) (Man-
ning and Schütze, 1999, Chapter 5). Another property of some collocations is their
translatability into other languages: a translation of a collocation cannot generally
be performed blindly, word by word (e.g. the two-word collocation ice cream in En-
glish should be translated into Czech as one word zmrzlina, or perhaps as zmrzlinový
krém (rarely) but not as ledový krém which would be a straightforward word-by-word
translation).

1.1.2 Semantic association

Semantic association requires no grammatical boundedness between words. This
type of association is concerned with words that are used in similar contexts and
domains – word pairs whose meanings are in some kind of semantic relation. Com-
piled information of such type is usually presented in the form of a thesaurus and
includes the following types of relationships: synonyms with exactly or nearly equiv-

2



1.1 LEXICAL ASSOCIATION

alent meaning (car – automobile, glasses – spectacles), antonyms with the opposite mean-
ing (high – low, love – hate), meronyms with the part-whole relationship (door – house,
page –book), hyperonyms based on superordination (building – house, tree – oak), hy-
ponyms based on subordination (lily – flower, car – machine), and perhaps other word
combinations with even looser relations (table – chair, lecture – teach).

Semantic association is closest to the process involved in the word game mentioned
in the beginning of this chapter. Although presented as a relation between words
themselves, the actual association exists between their meanings (concepts). Before
a word association emerges in the human mind, the initial word is semantically dis-
ambiguated and only one selected sense of the word participates in the association,
e.g. the word bark has different meaning in association with woof and tree. For the same
reason, semantic association exists not only between single words but also between
multiword expressions constituting indivisible semantic units (i.e. collocations).

Similarly to collocational association, semantically associated words cooccur in the
same context more often than others, but in this case the context is understood as
a much wider span of words and, as we have already mentioned, no direct syntactic
relation between the words is necessary.

1.1.3 Cross-language association

Cross-language association corresponds to possible translations of words in one lan-
guage to another. This information is usually presented in a form of a bilingual dictio-
nary, where each word (with all its senses) is provided with all its equivalents in the
other language. Although every word (in one of its meanings) usually has one or two
common and generally accepted translations sufficient to understand its meaning, it
can be potentially expressed by a larger number of (more or less equivalent but in
a certain context entirely adequate) options. For example, the Czech adjective důležitý
is in most dictionaries translated into English as important or significant, but in a text
it can be translated also as: considerable, material, momentous, high, heavy, relevant, solid,
live, substantial, serious, notable, pompous, responsible, consequential, gutty, great, grand,
big, major, solemn, guttily, fateful, grave, weighty, vital, fundamental,2 and possibly also as
other options depending on context. Not even a highly competent speaker of both lan-
guages could not be expected to enumerate them exhaustively. Similarly to the case of
semantic association, dictionary items are not only single words but also multiword
expressions which cannot be translated in a word-by-word manner (i.e. collocations).

Cross-language association can be acquired not only from the human mind, it can
also be extracted from examples of already realized translations, e.g. in the form of
parallel texts – where texts (sentences) are placed alongside their translations. Also
in such data, associated word pairs (translation equivalents) cooccur more often that
would be expected in the case of non-associated (random) pairs.

2translations from http://slovnik.seznam.cz/
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1 INTRODUCTION

1.2 Motivation and applications

A monolingual lexicon enriched by collocations, a thesaurus comprised of semanti-
cally related words, and a bilingual dictionary containing translation equivalents –
all of these are important (and mutually interlinked) resources not only for language
teaching but in a machine-readable form also for many tasks of computational linguistics
and natural language processing.

The traditional manual approaches to building these resources are in many ways
insufficient (especially for computational use). The major problem is their lack of ex-
haustiveness and completeness. They are only “snapshots of a language”.3 Although
modern lexicons, dictionaries, and thesauri are developed with the help of language
corpora, utilization of these corpora is usually quite shallow and reduced to analy-
sis of the most frequent and typical (multi)word usages. Natural language is a live
system and no such resource can perhaps ever be expected to be complete and fully
reflect the actual language use. All these resources must also deal with the problem of
domain specificity. Either, they are general, domain-independent and thus in special
domains usable only to a certain extent, or they are specialized, domain-specific and
exist only for certain areas. Considerable limitations lie in the fact that the manually
built resources are discrete in character, while lexical association, as presented in this
work, should be perceived as a continuous phenomenon. Manually built language re-
sources are usually reliable and contain only a small number of errors and mistakes.
However, their development is an expensive and time-consuming process.

Automatic approaches extract association information on the basis of statistical
interpretation of corpus evidence (by means of lexical association measures). They
should eliminate (to a certain extent) all the mentioned disadvantages (lack of ex-
haustiveness and completeness, domain-specificity, continuousness). However, they
heavily rely on the quality and extent of the source corpora the associations are ex-
tracted from. Compared to manually built resources, the automatically built ones will
contain certain errors and this fact must be taken into account when these resources
are applied. In the following passages, we present some of the tasks that make use of
such automatically built resources.

Applications of lexical association measures

Generally, collocation extraction is the most popular application of lexical associa-
tion measures and quite a lot of significant studies have been published on this topic,
(e.g. Dunning, 1993; Smadja, 1993; Pedersen, 1996; Krenn, 2000; Weeber et al., 2000;
Schone and Jurafsky, 2001; Pearce, 2002; Bartsch, 2004; Evert, 2004). In computational
lexicography, automatic identification of collocations is employed to help human lex-
icographers in compiling lexicographic information (identification of possible word
senses, lexical preferences, usage examples, etc.) for traditional lexicons (Church and

3A quote by Yorick Wilks, LREC 2008, Marrakech, Morocco.
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1.2 MOTIVATION AND APPLICATIONS

Hanks, 1990) or for special lexicons of idioms or collocations (Klégr et al., 2005; Čer-
mák et al., 2004), used e.g. in translation studies (Fontenelle, 1994a), bilingual dictio-
naries, or for language teaching (Smadja et al., 1996; Haruno et al., 1996; Tiedemann,
1997; Kita and Ogata, 1997; Baddorf and Evens, 1998). Collocations play an important
role in systems of natural language generation where lexicons of collocations and fre-
quent phrases are used during the process of word selection in order to enhance flu-
ency of the automatically generated text (Smadja and McKeown, 1990; Smadja, 1993;
Stone and Doran, 1996; Edmonds, 1997; Inkpen and Hirst, 2002).

In the area of word sense disambiguation, two applicable principles have been
described: First, a word with a certain meaning tends to cooccur with different words
than when it is used in another sense, e.g. bank as a financial institution occurs in
context with words like money, loan, interest, etc., while bank as land along the side
of a river or lake occurs with words like river, lake, water, etc. (Justeson and Katz,
1995; Resnik, 1997; Pedersen, 2001; Rapp, 2004). Second, according to Yarowsky’s
“one sense per collocation” hypothesis, all occurrences of a word in the same col-
location have the same meaning (Yarowsky, 1995), e.g. the sense of the word river in
the collocation river bank is the same across all its occurrences. There has also been
some research on unsupervised discovery of word senses from text (Pantel and Lin,
2002; Tamir and Rapp, 2003). Association measures are used also for detecting se-
mantic similarity between words, either on a general level (Biemann et al., 2004) or
with a focus to specific relationships, such as synonymy (Terra and Clarke, 2003) or
antonymy (Justeson and Katz, 1991).

An important application of collocations is in the field of machine translation.
Collocations often cannot be translated in a word-by-word fashion. In translation,
they should be treated rather as lexical units distinct from syntactically and seman-
tically regular expressions. In this environment, association measures are employed
in the identification of translation equivalents from sentence-aligned parallel cor-
pora (Church and Gale, 1991; Smadja et al., 1996; Melamed, 2000) and also from non-
-parallel corpora (Rapp, 1999; Tanaka and Matsuo, 1999). In statistical machine trans-
lation, association measures are used over sentence aligned, parallel corpora to per-
form bilingual word alignment to identify translation pairs of words and phrases (or
more complex structures) stored in the form of translation tables and used for con-
structing possible translation hypotheses (Mihalcea and Pedersen, 2003; Taskar et al.,
2005; Moore et al., 2006).

Application of collocations in information retrieval has been studied as a natural
extension of indexing single word terms to multiword units (phrases). Early stud-
ies were focused on small domain-specific collections (Lesk, 1969; Fagan, 1987, 1989)
and yielded inconsistent and minor performance improvement. Later, similar tech-
niques were applied over larger, more diverse collections within the Text Retrieval
Conference (TREC) but still with only minor success (Evans and Zhai, 1996; Mitten-
dorf et al., 2000; Khoo et al., 2001). Other studies were only motivated by informa-
tion retrieval with no actual application presented (Dias et al., 2000). Recently, some

5



1 INTRODUCTION

researchers have attempted to incorporate cooccurrence information in probabilistic
models (Vechtomova, 2001) but no consistent improvement in performance has been
demonstrated (Alvarez et al., 2004; Jiang et al., 2004). Despite these results, using col-
locations in information retrieval is still of relatively high interest (e.g. Arazy and Woo,
2007). Collocational phrases have also been employed also in cross-lingual informa-
tion retrieval (Ballesteros and Croft, 1996; Hull and Grefenstette, 1996). A significant
amount of work has been done in the area of identification of technical terminology
(Ananiadou, 1994; Justeson and Katz, 1995; Fung et al., 1996; Maynard and Anani-
adou, 1999) and its translation (Dagan and Church, 1994; Fung and McKeown, 1997).

Lexical association measures have been applied to various other tasks from which
we select the following examples: named entity recognition (Lin, 1998), syntactic con-
stituent boundary detection (Magerman and Marcus, 1990), syntactic parsing (Church
et al., 1991; Alshawi and Carter, 1994), syntactic disambiguation (Basili et al., 1993),
discourse categorization (Wiebe and McKeever, 1998), adapted language modeling
(Beefermam et al., 1997), extraction of Japanese-English morpheme pairs from bilin-
gual terminological corpora (Tsuji and Kageura, 2001), sentence boundary detection
(Kiss and Strunk, 2002b), identification of abbreviations (Kiss and Strunk, 2002a),
computation of word associations norms (Rapp, 2002), topic segmentation and link
detection (Ferret, 2002), discovering morphologically related words based on seman-
tic similarity (Baroni et al., 2002), and possibly others.

1.3 Goals and objectives

This work is devoted to lexical association measures and their application to colloca-
tion extraction. The importance of this research was demonstrated in the previous
section by the large range of applications in natural language processing and compu-
tational linguistics where the role of lexical association measures in general, or collo-
cation extraction in particular, is essential. This significance was emphasized already
in 1964 at the Symposium on Statistical Association Methods For Mechanized Documen-
tation (Stevens et al., 1965), where Giuliano advocated better understanding of the
measures and their empirical evaluation (as cited by Evert, 2004, p. 19):

[First,] it soon becomes evident [to the reader] that at least a dozen some-
what different procedures and formulae for association are suggested [in
the book]. One suspects that each has its own possible merits and disad-
vantages, but the line between the profound and the trivial often appears
blurred. One thing which is badly needed is a better understanding of
the boundary conditions under which the various techniques are applica-
ble and the expected gains to be achieved through using one or the other
of them. This advance would primarily be one in theory, not in abstract
statistical theory but in a problem-oriented branch of statistical theory.
(Giuliano, 1965, p. 259)

6



1.3 GOALS AND OBJECTIVES

[Secondly,] it is clear that carefully controlled experiments to evaluate
the efficacy and usefulness of the statistical association techniques have
not yet been undertaken except in a few isolated instances …Nonetheless,
it is my feeling that the time is now ripe to conduct carefully controlled
experiments of an evaluative nature, …(Giuliano, 1965, p. 259).

Since that time, the issue of lexical association has attracted many researchers and
a number of works have been published in this field. Among those related to collo-
cation extraction, we point out especially: Chapter 5 in Manning and Schütze (1999),
Chapter 15 by McKeown and Radev in Dale et al. (2000), theses of Krenn (2000), Vech-
tomova (2001), Bartsch (2004), Evert (2004), and Moirón (2005). This work enriches the
current state of the art in this field by achieving the following specific goals:

1) Compilation of a comprehensive inventory of lexical association measures

The range of various association measures proposed to estimate lexical association
based on corpus evidence is enormous. They originate mostly in mathematical statis-
tics, but also in other (both theoretical and applied) fields. Most of them were tar-
geted mainly for collocation extraction, (e.g. Church and Hanks, 1990; Dunning, 1993;
Smadja, 1993; Pedersen, 1996). The early publications were devoted to individual as-
sociation measures, their formal and practical properties, and to the analysis of their
application to a corpus. The first overview text appeared in Manning and Schütze
(1999, Chapter 5) and described the three most popular association measures (and
also other techniques for collocation extraction). Later, other authors (e.g. Weeber
et al., 2000; Schone and Jurafsky, 2001; Pearce, 2002) attempted to describe (and com-
pare) multiple measures. However, none of the authors, at the time our research
started, had aspired to compile a comprehensive inventory of such measures.

A significant contribution in this direction was made by Stephan Evert, who set up
a web page to “provide a repository for the large number of association measures that
have been suggested in the literature, together with a short discussion of their math-
ematical background and key references”4. His effort, however, has focused only on
measures applied to 2-by-2 contingency tables representing cooccurrence frequencies
of word pairs, see details in Evert (2004). Our goal in this work is to provide a more
comprehensive list of measures without this restriction. Such measures should be ap-
plicable to determine various types of lexical association but our key application and
main research interest are in collocation extraction. The theoretical background to the
concept of collocation and principles of collocation extraction from text corpora are
covered in Chapter 2, and the inventory of lexical association measures is presented
in Chapter 3.

4http://www.collocations.de/
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1 INTRODUCTION

2) Acquisition of reference data for collocation extraction

Before this work began, no widely acceptable evaluation resources for collocation ex-
traction were available. In order to evaluate our own experiments, we were compelled
to develop appropriate gold-standard reference data sets on our own. This comprised
several important steps: to specify the task precisely, select a suitable source corpus,
decide how to extract collocation candidates, define annotation guidelines, perform
annotation by multiple subjects, and combine their judgments. The entire process
and details of the acquired reference data sets are discussed in Chapter 4.

3) Empirical evaluation of association measures for collocation extraction

A strong request for empirical evaluation of association measures in specific tasks was
made already by Giuliano in 1965. Later, other authors also emphasized the impor-
tance of such evaluation in order to determine “efficacy and usefulness” of different
measures in different tasks and suggested various evaluation schemes for compara-
tive evaluation of collocation extraction methods, e.g. Kita et al. (1994) or Evert and
Krenn (2001). Empirical evaluation studies were published e.g. by Pearce (2002) and
Thanopoulos et al. (2002). A comprehensive study of statistical aspects of word cooc-
currences can be found in Krenn (2000) or Evert (2004).

Our evaluation scheme should be based on ranking, not classification (identifica-
tion), and it should reflect the ability of association measure to rank potential collo-
cations according to their chance to form true collocations (judged by human annota-
tors). Special attention should be paid to statistical significance tests of the evaluation
results. Our experiments, their results, and comparison are described in Chapter 5.

4) Combination of association measures for collocation extraction

The main focus of this work lies in the investigation of the possibility for combining
association measures into more complex models in order to improve performance in
collocation extraction. Our approach is based both on the application of supervised
machine learning techniques and the fact that different measures discover different
collocations. This novel insight into the application of association measures for collo-
cation extraction is explored in Chapter 6.

Notes

In this work, no special attention is paid to semantic and cross-language association as
they were discussed earlier in this chapter. We focus entirely on collocational associa-
tion and the study of methods for automatic collocation extraction from text corpora.
However, the inventory of association measures presented in this work, the evalua-
tion scheme, as well as the principle of combining association measures can be easily
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1.3 GOALS AND OBJECTIVES

adapted and used for other types of lexical association. As can be judged from the vol-
ume of published works in this field, collocation extraction has really been the most
popular application of lexical association measures. The high interest in this field
is also expressed in the activities of the ACL Special Interest Group on the Lexicon
(SIGLEX) and the long tradition of workshops focused on problems related to this
field.5

Our attention is restricted exclusively to two-word (bigram) collocations – primar-
ily for the limited scalability of some methods to higher-order n-grams and also for
the reason that experiments with longer expressions would require processing of
a substantially larger corpus to obtain enough evidence of the observed events. For
example, the Prague Dependency Treebank (see Chapter 4) contains approximately
623 000 different dependency bigrams – only about 27 000 of them occur with fre-
quency greater than five, which can be considered sufficient evidence for our pur-
poses. The same data contains more than twice as many trigrams (1 715 000), but only
half the number (14 000) occurring more than five times.

The methods proposed in our work are language independent, although some
language-specific tools are required for linguistic preprocessing of source corpora
(e.g. part-of-speech taggers, lemmatizers, and syntactic parsers). However, the eval-
uation results are certainly language dependent and cannot be easily generalized for
other languages. Mainly due to source constraints, we perform our experiments only
on a limited selection of languages: Czech, Swedish, and German.

Some preliminary results of this research have already been published (see Pecina,
2005; Pecina and Schlesinger, 2006; Cinková et al., 2006; Pecina, 2008a,b).

5ACL 2001 Workshop on Collocations, Toulouse, France; 2002 Workshop on Computational Approaches
to Collocations, Vienna, Austria; ACL 2003 Workshop on Multiword Expressions: Analysis, Acquisition
and Treatment, Sapporo, Japan; ACL 2004 Workshop on Multiword Expressions: Integrating Processing,
Barcelona, Spain; COLING/ACL 2006 Workshop on Multiword Expressions: Identifying and Exploiting
Underlying Properties, Sydney, Australia; EACL 2006 Workshop on Multiword expressions in a multi-
lingual context, Trento, Italy; 2006 Workshop on Collocations and idioms: linguistic, computational, and
psycholinguistic perspectives, Berlin, Germany; ACL 2007 Workshop on a Broader Perspective on Multi-
word Expressions, Prague, Czech Republic; LREC 2008 Workshop, Towards a Shared Task for Multiword
Expressions, Marrakech, Morocco.
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3
Association Measures

The last step of the extraction pipeline involves applying a chosen lexical association
measure to the occurrence and context statistics extracted from the corpus for all col-
location candidates and obtaining their association scores. A list of the candidates
ranked according to their association scores is the desired result of the entire process.

In this chapter, we introduce an inventory of 82 such lexical association measures.
These measures are based on the extraction principles described in Section 2.2.1 which
correspond to the three basic approaches to determine collocational association: by
measuring the statistical association between the components of the collocation candi-
dates, by measuring the quality of context of the collocation candidates, and by mea-
suring the dissimilarity of contexts of the collocation candidates and their components.

For each of these approaches, we first present its mathematical foundations and
then a list of the relevant measures including their formulas and key references. We
do not discuss each of the measures in detail. An exhaustive description of many of
these measures (applied to collocation extraction) was published in the dissertation
of Evert (2004). A general description (not applied to collocation extraction) of other
measures can be found in the thesis of Warrens (2008) or in the provided references.

3.1 Statistical association

In order to measure the statistical association, the candidate occurrence data D ex-
tracted from the corpus is interpreted as a random sample obtained by sampling (with
replacement) from the (unknown) population of all possible bigram types xy ∈ C∗.
The random sample consists of N realizations (observed values) of a pair of discrete
random variables ⟨X, Y⟩ representing the component types x, y ∈ U∗. The population
is characterized by the occurrence probability (also called joint probability) of the
bigram types:

P(xy) := P(X= x∧ Y= y).

The probabilities P(X= x) and P(Y= y) of the components types x and y are called
the marginal probabilities and can be computed from the joint probabilities as:

P(x∗) := P(X= x) =
∑
y′

P(X= x∧ Y= y′),

P(∗y) := P(Y= y) =
∑
x′

P(X= x′ ∧ Y= y).
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3 ASSOCIATION MEASURES

P(xy) =: P11 P(xȳ) =: P12 P(x∗) =: P1

P(x̄y) =: P21 P(x̄ȳ) =: P22 P(x̄∗)

P(∗y) =: P2 P(∗ȳ) N

Table 3.1: A contingency table of the probabilities associated with a bigram xy.

Similarly to the occurrence frequencies, the population can also be described by
the following probabilities organized into a contingency table (Table 3.1):

P(xy) := P(X= x∧ Y= y)

P(xȳ) := P(X= x∧ Y ̸= y) =
∑
y′ ̸=y

P(X= x∧ Y= y′),

P(x̄y) := P(X ̸= x∧ Y= y) =
∑
x′ ̸=x

P(X= x′ ∧ Y= y),

P(x̄ȳ) := P(X ̸= x∧ Y ̸= y) =
∑

x′ ̸=x,y′ ̸=y

P(X= x′ ∧ Y= y′)

These probabilities are considered unknown parameters of the population. Any
inferences concerning these parameters can be made only on the basis of the observed
frequencies obtained from the random sample D.

In order to estimate values of these probabilities for each bigram separately, we in-
troduce random variables Fij, i, j ∈ {1, 2} that correspond to the values in the observed
contingency table of a given bigram xy as depicted in Table 3.2. These random vari-
ables are defined as the number of successes in a sequence of N independent experi-
ments (Bernoulli trials) that determine whether a particular bigram type (xy, xȳ, x̄y,
or x̄ȳ) occurs or not, and where each experiment yields success with probability Pij.
The observed values of a contingency table ⟨f11, f12, f21, f22⟩ can be interpreted as
the realization of the random variables ⟨F11, F12, F21, F22⟩ denoted by F. Their joint
distribution is a multinomial distribution with parameters N,P11, P12, P21, and P22:

F ∼ Multi(N,P11, P12, P21, P22).

The probability of an observation of the values f11, f12, f21, f22, where
∑

fij=N, is:

P(F11=f11∧F12=f12∧F21=f21∧F22=f22) =
N!

f11!f12!f21!f22!
·Pf11

11 ·Pf12

12 ·Pf21

21 ·Pf22

22 .

Each random variable Fij has then a binomial distribution with parameters (N,Pij):

Fij ∼ Bi(N,Pij).
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3.1 STATISTICAL ASSOCIATION

X = x X ̸= x

Y = y F11 F12

Y ̸= y F21 F22

Table 3.2: Random variables representing event frequencies in a contingency table.

The probability of observing the value fij is for these variables defined by the formula:

P(Fij=fij) =

(
N

fij

)
P
fij
ij (1− Pij)

N−fij .

The expected value and variance for binomially distributed variables are defined as:

E(Fij) = NPij, Var(Fij) = NPij(1− Pij).

In the same manner, we can introduce random variables Fi, i ∈ {1, 2} representing
the marginal frequencies f1, f2 that have binomial distribution with the parameters
N and P1, P2, respectively. Under the binomial distribution of Fij, the maximum-
-likelihood estimates of the population parameters Pij that maximize the probability
of the data (the observed contingency table) are defined as:

p11 :=
f11

N
≈ P11, p21 :=

f21

N
≈ P21,

p12 :=
f12

N
≈ P12, p22 :=

f22

N
≈ P22.

And analogically, the maximum-likelihood estimates of the marginal probabilities are:

p1 :=
f1

N
≈ P1 p2 :=

f2

N
≈ P2

The last step to measuring statistical association is to define this concept by the
notion of statistical independence. We say that there is no statistical association be-
tween the components of a bigram type if the occurrence of one component has no
influence on the occurrence of the other one, i.e. the occurrences of the components
(as random events) are statistically independent.

In the terminology of statistical hypothesis testing, this can be formulated as the
null hypothesis of independence H0 where the probability of observing the compo-
nents together (as a bigram) is just the product of their marginal probabilities:

H0 : P = P1 · P2

We are then interested in those bigram types (collocation candidates) for which this
hypothesis can be (based on the evidence obtained from the random sample) rejected
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3 ASSOCIATION MEASURES

f̂(xy) =: f̂11 f̂(xȳ) =: f̂12 f̂(x∗) =: f̂1

f̂(x̄y) =: f̂21 f̂(x̄ȳ) =: f̂22 f̂(x̄∗)

f̂(∗y) =: f̂2 f̂(∗ȳ) N

Table 3.3: Expected contingency table frequencies of a bigram xy (under the null hypothesis).

in favor of the alternative hypothesis H1 stating the observed bigram occurrences
have not resulted from random chance:

H1 : P ̸= P1 · P2

With the maximum-likelihood estimates p1 ≈ P1 and p2 ≈ P2, we can determine
the probabilities Pij under the null hypothesis H0 as:

H0 : P11 = p1 · p2,

P12 = p1 · (1−p2),

P21 = (1−p1) · p2,

P21 = (1−p1) · (1−p2).

Consequently, the expected values of the variables Fij that form the expected contin-
gency table under the null hypothesis H0 (Table 3.3) are:

H0 : E(F11) =
f1 · f2
N

=: f̂11, E(F12) =
f1 · (N−f2)

N
=: f̂12,

E(F21) =
(N−f1) · f2

N
=: f̂21, E(F22) =

(N−f1) · (N−f2)

N
=: f̂22.

There are various approaches that can be employed for testing the null hypothesis
of independence. Test statistics calculate the probability (p-value) that the observed
values (frequencies) would occur if the null hypothesis were true. If the p-value is
too low (beneath a significance level α, typically set to 0.05), the null hypothesis is
rejected in favor of the alternative hypothesis (at the significance level α) and held as
possible otherwise. In other words, the tests compare the observed values (frequen-
cies) with those that are expected under the null hypothesis and if the difference is
too large, the null hypothesis is rejected (again at the significance level α). However,
the test statistics are more useful as methods for determining the strength of asso-
ciation (the level of significance is ignored) and their scores are directly used as the
association scores for ranking. The statistical association measures base on statistical
tests are Pearson’s χ2 test (10), Fisher’s exact test (11), t-test (12), z score (13), and Poisson
significance (14) (the numbers in parentheses refer to Table 3.4).

More interpretable are likelihood ratios that simply express how much more like-
ly one hypothesis is than the other (H0 vs. H1). These ratios can also be employed to
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3.2 CONTEXT ANALYSIS

test the null hypothesis in order to attempt rejecting it (at the significance level α) or
not, but it is more useful to use them directly to compute the association scores for
ranking, e.g. Log likelihood ratio (15).

Various other measures have been proposed to determine the statistical associa-
tion of two events (and its strength). Although they originate in all sorts of fields
(e.g. information theory) and are based on various principles (often heuristic), they
can be successfully used for measuring lexical association. All the statistical associa-
tion measures are presented in Table 3.4.

3.2 Context analysis

The second and the third extraction principle, described in Section 2.2.1, deal with
the concept of context. Generally, a context is defined as a multiset (bag) of word
types occurring within a predefined distance (also called a context window) from
any occurrence of a given bigram type or word type (their tokens, more precisely) in
the corpus. The main idea of using this concept is to model the average context of an
occurrence of the bigram/word type in the corpus, i.e. word types that typically occur
in its neighborhood.

In this work, we employ two approaches representing the average context: by esti-
mating the probability distribution of word types appearing in such a neighborhood
and by the vector space model adopted from the field of information retrieval.

The four specific context types used in this work are formally defined on page 32.
In the following sections, we use Ce to denote the context of an event e (occurrence of
a bigram type xy or a word type z) of any of those types (left/right immediate context
or empirical context). For simplicity of notation, elements of Ce are denoted by zk:

Ce = {zk : zk∈ {1, . . . ,M}} , M = |Ce|, Ce ∈
{
Cl
xy, C

r
xy, Cx, Cxy

}
.

Probability distribution estimation

In order to estimate the probability distribution P(Z|Ce) of word types z appearing
in the context Ce, this multiset is interpreted as a random sample obtained by sam-
pling (with replacement) from the population of all possible (basic) word types z ∈ U.
The random sample consists of M realizations of a (discrete) random variable Z rep-
resenting the word type appearing in the context Ce. The population parameters are
the context occurrence probabilities of the word types z ∈ U.

P(z|Ce) := P(Z = z|Ce).

These parameters can be estimated on the basis of the observed frequencies of word
types z ∈ U obtained from the random sample Ce by the following formula:

f(z|Ce) = | {k : zk∈ Ce ∧ zk= z} |.
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3 ASSOCIATION MEASURES

# name formula reference

1. Joint probability p(xy) (Giuliano, 1964)
2. Conditional probability p(y|x) (Gregory et al., 1999)
3. Reverse cond. probability p(x|y) (Gregory et al., 1999)
4. Pointwise mutual inf. (MI) log p(xy)

p(x∗)p(∗y) (Church and Hanks, 1990)
5. Mutual dependency (MD) log p(xy)2

p(x∗)p(∗y) (Thanopoulos et al., 2002)
6. Log frequency biased MD log p(xy)2

p(x∗)p(∗y) + logp(xy) (Thanopoulos et al., 2002)
7. Normalized expectation 2f(xy)

f(x∗)+f(∗y) (Smadja and McKeown, 1990)
8. Mutual expectation 2f(xy)

f(x∗)+f(∗y) · p(xy) (Dias et al., 2000)
9. Salience log p(xy)2

p(x∗)p(∗y) · log f(xy) (Kilgarriff and Tugwell, 2001)

10. Pearson’s χ2 test
∑

i,j

(fij−f̂ij)
2

f̂ij
(Manning and Schütze, 1999)

11. Fisher’s exact test f(x∗)!f(x̄∗)!f(∗y)!f(∗ȳ)!
N!f(xy)!f(xȳ)!f(x̄y)!f(x̄ȳ)!

(Pedersen, 1996)
12. t test f(xy)−f̂(xy)√

f(xy)(1−(f(xy)/N))
(Church and Hanks, 1990)

13. z score f(xy)−f̂(xy)√
f̂(xy)(1−(f̂(xy)/N))

(Berry-Rogghe, 1973)

14. Poisson significance f̂(xy)−f(xy) log f̂(xy)+log f(xy)!

log N
(Quasthoff and Wolff, 2002)

15. Log likelihood ratio −2
∑

i,j fij log fij

f̂ij
(Dunning, 1993)

16. Squared log likelihood ratio −2
∑

i,j

log f2ij

f̂ij
(Inkpen and Hirst, 2002)

17. Russel-Rao a
a+b+c+d

(Russel and Rao, 1940)
18. Sokal-Michiner a+d

a+b+c+d
(Sokal and Michener, 1958)

19. Rogers-Tanimoto a+d
a+2b+2c+d

(Rogers and Tanimoto, 1960)
20. Hamann (a+d)−(b+c)

a+b+c+d
(Hamann, 1961)

21. Third Sokal-Sneath b+c
a+d

(Sokal and Sneath, 1963)
22. Jaccard a

a+b+c
(Jaccard, 1912)

23. First Kulczynsky a
b+c

(Kulczynski, 1927)
24. Second Sokal-Sneath a

a+2(b+c)
(Sokal and Sneath, 1963)

25. Second Kulczynski 1
2
( a
a+b

+ a
a+c

) (Kulczynski, 1927)
26. Fourth Sokal-Sneath 1

4
( a
a+b

+ a
a+c

+ d
d+b

+ d
d+c

) (Kulczynski, 1927)
27. Odds ratio ad

bc
(Tan et al., 2002)

28. Yulle’s ω
√
ad−

√
bc√

ad+
√

bc
(Tan et al., 2002)

29. Yulle’s Q ad−bc
ad+bc

(Tan et al., 2002)
30. Driver-Kroeber a√

(a+b)(a+c)
(Driver and Kroeber, 1932)
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# name formula reference

31. Fifth Sokal-Sneath ad√
(a+b)(a+c)(d+b)(d+c)

(Sokal and Sneath, 1963)

32. Pearson ad−bc√
(a+b)(a+c)(d+b)(d+c)

(Pearson,1950)

33. Baroni-Urbani a+
√

ad

a+b+c+
√
ad

(Baroni-Urbani and Buser, 1976)
34. Braun-Blanquet a

max(a+b,a+c)
(Braun-Blanquet, 1932)

35. Simpson a
min(a+b,a+c)

(Simpson, 1943)
36. Michael 4(ad−bc)

(a+d)2+(b+c)2
(Michael, 1920)

37. Mountford 2a
2bc+ab+ac

(Kaufman and Rousseeuw, 1990)
38. Fager a√

(a+b)(a+c)
− 1

2
max(b, c) (Kaufman and Rousseeuw, 1990)

39. Unigram subtuples log ad
bc

− 3.29

√
1
a
+ 1

b
+ 1

c
+ 1

d
(Blaheta and Johnson, 2001)

40. U cost log(1 + min(b,c)+a

max(b,c)+a
) (Tulloss, 1997)

41. S cost log(1 + min(b,c)
a+1

)−
1
2 (Tulloss, 1997)

42. R cost log(1 + a
a+b

) · log(1 + a
a+c

) (Tulloss, 1997)
43. T combined cost

√
U× S× R (Tulloss, 1997)

44. Phi p(xy)−p(x∗)p(∗y)√
p(x∗)p(∗y)(1−p(x∗))(1−p(∗y))

(Tan et al., 2002)

45. Kappa p(xy)+p(x̄ȳ)−p(x∗)p(∗y)−p(x̄∗)p(∗ȳ)
1−p(x∗)p(∗y)−p(x̄∗)p(∗ȳ) (Tan et al., 2002)

46. J measure max[p(xy) log p(y|x)
p(∗y) + p(xȳ) log p(ȳ|x)

p(∗ȳ) , (Tan et al., 2002)
p(xy) log p(x|y)

p(x∗) + p(x̄y) log p(x̄|y)
p(x̄∗) ]

47. Gini index max[p(x∗)(p(y|x)2 + p(ȳ|x)2) − p(∗y)2 (Tan et al., 2002)
+p(x̄∗)(p(y|x̄)2 + p(ȳ|x̄)2) − p(∗ȳ)2,
p(∗y)(p(x|y)2 + p(x̄|y)2) − p(x∗)2

+p(∗ȳ)(p(x|ȳ)2 + p(x̄|ȳ)2) − p(x̄∗)2]
48. Confidence max[p(y|x), p(x|y)] (Tan et al., 2002)
49. Laplace max[Np(xy)+1

Np(x∗)+2
,
Np(xy)+1

Np(∗y)+2
] (Tan et al., 2002)

50. Conviction max[p(x∗)p(∗y)
p(xȳ)

,
p(x̄∗)p(∗y)

p(x̄y)
] (Tan et al., 2002)

51. Piatersky-Shapiro p(xy) − p(x∗)p(∗y) (Tan et al., 2002)
52. Certainity factor max[p(y|x)−p(∗y)

1−p(∗y) ,
p(x|y)−p(x∗)

1−p(x∗) ] (Tan et al., 2002)
53. Added value (AV) max[p(y|x) − p(∗y), p(x|y) − p(x∗)] (Tan et al., 2002)
54. Collective strength p(xy)+p(x̄ȳ)

p(x∗)p(y)+p(x̄∗)p(∗y) ·
1−p(x∗)p(∗y)−p(x̄∗)p(∗y)

1−p(xy)−p(x̄ȳ)
(Tan et al., 2002)

55. Klosgen
√

p(xy) ·AV (Tan et al., 2002)

Table 3.4: Statistical association measures.
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3 ASSOCIATION MEASURES

We introduce a random variable F that represents the observed frequencies of word
types in the context Ce which has a binomial distribution with parameters M and
P. The probability of observing the value f for the binomial distribution with these
parameters is defined as:

P(F=f) =

(
M

f

)
Pf (1− P)M−f, F ∼ Bi(M,P).

Under the binomial distribution of F, the maximum-likelihood estimates of the pop-
ulation parameters P that maximize the probability of the observed frequencies are:

p(z|Ce) :=
f(z|Ce)

M
≈ P(z|Ce)

Having estimated the probabilities of word types occurring within the context of
collocation candidates and their components, we can compute the association scores
of measures based on the second and third extraction principles, such as entropy,
cross entropy, divergence, and distance of these contexts, such as measures 56–62
and 63–76 in Table 3.5.

Vector space model

The vector space model model (Salton et al., 1975; van Rijsbergen, 1979; Baeza-Yates
and Ribeiro-Neto, 1999) is a mathematical model used in information retrieval and
related areas for representing text documents as vectors of terms. Each dimension of
the vector corresponds to a separate term. The value of the term in the vector corre-
sponds to its weight in the document: if the term appears in the document, its weight
is greater than zero. In our case, the document is a context and the terms are the word
types from the set of all possible word types U.

Formally, for a context Ce, we define its vector model ce as the vector of term
weights ωl,Ce

, where l = 1, . . . , |U|. The value of ωl,Ce
then represents the weight

of the word type ul in the context Ce.

ce=
⟨
ω1,Ce

, . . . ,ω|U|,Ce

⟩
.

Several different techniques for computing term weights have been proposed. In
this work, we employ three of the most common ones:

In the boolean model, the weights have boolean values {0, 1} and simply indicate
if a term appears in the context or not. If the term occurs in the context at least once,
its weight is 1 and 0 otherwise.

ωl,Ce
:= I(ul, Ce), I(ul, Ce) :=

{
1 if f(ul|Ce) > 0,

0 if f(ul|Ce) = 0.
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3.2 CONTEXT ANALYSIS

The term frequency model (TF) is equivalent to the context probability distribu-
tion and the term weights are computed as normalized occurrence frequencies. This
approach should reflect how important the term is for the context – its importance
increases proportionally to the number of times the term appears in the context.

ωl,Ce
:= TF(ul, Ce), TF(ul, Ce) :=

f(ul|Ce)

M

The term frequency-document frequency model (TF-IDF) weights terms not only
by their importance in the actual context but also by their importance in other contexts.
The formula for computing term weights consists of two parts: term frequency is the
same as in the previous case and document frequency counts all contexts where the
term appears. C ′

e denotes any context of the same type as Ce.

ωl,Ce
:= TF(ul, Ce) · IDF(ul), IDF(ul) := log | {C ′

e} |

| {C ′
e : ul∈ C ′

e} |

The numerator in the IDF part of the formula is the total number of contexts of the
same type as Ce. The denominator corresponds to the number of contexts of the same
type as Ce containing ul.

Any of the specified models can be used for quantifying similarity between two
contexts by comparing their vector representations. Several techniques have been
proposed, e.g. Jaccard, Dice, Cosine (Frakes and Baeza-Yates, 1992) but in our work,
we employ two of the most popular ones:

The cosine similarity computes the cosine of the angle between the vectors. The
numerator is the inner product of the vectors, and the denominator is the product of
their lengths, thus normalizing the context vectors:

cos(cx, cy) :=
cx · cy

||cx|| · ||cy||
=

∑
ωl,x ωl,y√∑

ωl,x
2 ·

√∑
ωl,y

2
.

The dice similarity computes a similarity score on the basis of the formula given
bellow. It is also based on the inner product but the normalizing factor is the average
quadratic length of the two vectors:

dice(cx, cy) :=
2 cx · cy

||cx||2 + ||cy||2
=

2
∑

ωl,x ωl,y∑
ωl,x

2+
∑

ωl,y
2

These techniques combined with the different vector models are the basis of as-
sociation measures comparing empirical contexts of collocation candidates and their
components, such as measures 63–82 in Table 3.5.
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3 ASSOCIATION MEASURES

# name formula reference

56. Context entropy −
∑

z p(z|Cxy) logp(z|Cxy) (Krenn, 2000)
57. Left context entropy −

∑
z p(z|C

l
xy) logp(z|Cl

xy) (Shimohata et al., 1997)
58. Right context entropy −

∑
z p(z|C

r
xy) logp(z|Cr

xy) (Shimohata et al., 1997)
59. Left context divergence p(x∗) logp(x∗) −

∑
z p(z|C

l
xy) logp(z|Cl

xy)

60. Right context divergence p(∗y) logp(∗y) −
∑

z p(z|C
r
xy) logp(z|Cr

xy)

61. Cross entropy −
∑

z p(z|Cx) logp(z|Cy) (Cover and Thomas, 1991)
62. Reverse cross entropy −

∑
z p(z|Cy) logp(z|Cx) (Cover and Thomas, 1991)

63. Intersection measure 2|Cx∩Cy|

|Cx|+|Cy|
(Lin, 1998)

64. Euclidean norm
√∑

z(p(z|Cx) − p(z|Cy))2 (Lee, 2001)
65. Cosine norm

∑
z p(z|Cx)p(z|Cy)∑

z p(z|Cx)2·
∑

z p(z|Cy)2
(Lee, 2001)

66. L1 norm
∑

z |p(z|Cx) − p(z|Cy)| (Dagan et al., 1999)
67. Confusion probability

∑
z

p(x|Cz)p(y|Cz)p(z)
p(x∗) (Dagan et al., 1999)

68. Reverse confusion prob.
∑

z

p(y|Cz)p(x|Cz)p(z)
p(∗y)

69. Jensen-Shannon divergence 1
2
[D(p(Z|Cx)||

1
2
(p(Z|Cx) + p(Z|Cy))) (Dagan et al., 1999)

+D(p(Z|Cy)||
1
2
(p(Z|Cx) + p(Z|Cy)))]

70. Cosine of pointwise MI
∑

z MI(z,x)MI(z,y)√∑
z MI(z,x)2·

√∑
z MI(z,y)2

71. KL divergence
∑

z p(z|Cx) log p(z|Cx)
p(z|Cy)

(Dagan et al., 1999)
72. Reverse KL divergence

∑
z p(z|Cy) log p(z|Cy)

p(z|Cx)

73. Skew divergence D(p(Z|Cx)||αp(Z|Cy) + (1 − α)p(Z|Cx)) (Lee, 2001)
74. Reverse skew divergence D(p(Z|Cy)||αp(Z|Cx) + (1 − α)p(Z|Cy))

75. Phrase word coocurrence 1
2
(
f(x|Cxy)

f(xy)
+

f(y|Cxy)

f(xy)
) (Zhai, 1997)

76. Word association 1
2
(
f(x|Cy)−f(xy)

f(xy)
+ f(y|Cx)−f(xy)

f(xy)
) (Zhai, 1997)

Cosine context similarity: 1
2
(cos(cx, cxy) + cos(cy, cxy)) (Frakes, Baeza-Yates,1992)

77. in boolean vector space ωl,Ce = I(ul, Ce)

78. in TF vector space ωl,Ce = TF(ul, Ce)

79. in TF·IDF vector space ωl,Ce = TF(ul, Ce) · IDF(ul)

Dice context similarity: 1
2
(dice(cx, cxy) + dice(cy, cxy)) (Frakes, Baeza-Yates,1992)

80. in boolean vector space ωl,Ce = I(ul, Ce)

81. in TF vector space ωl,Ce = TF(ul, Ce)

82. in TF·IDF vector space ωl,Ce = TF(ul, Ce) · IDF(ul)

Table 3.5: Context-based association measures.
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Summary

This work is devoted to an empirical study of lexical association measures and their
application to two-word collocation extraction. We have compiled a comprehensive
inventory of 82 lexical association measures and present their empirical evaluation
on four reference data sets: Czech dependency bigrams from the manually annotated
Prague Dependency Treebank, surface bigrams from the same source, instances of the
latter from the substantially larger Czech National Corpus provided with automatically
assigned lemmas and part-of-speech tags, and finally, Swedish distance verb-noun
combinations from the automatically part-of-speech tagged PAROLE corpus. The col-
location candidates in the reference data sets were manually annotated and labeled as
collocations or non-collocations by educated linguists. The applied evaluation scheme
is based on measuring the quality of ranking collocation candidates according to their
chance to form collocations. The methods are compared by precision-recall curves, mean
average precision scores, and appropriate tests of statistical significance. Further, we also
study the possibility of combining lexical association measures and present empirical
results of several combination methods that significantly improved state of the art in
collocation extracting. Finally, we propose a model reduction algorithm that signifi-
cantly reduces the number of combined measures without any statistically significant
difference in performance.
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