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1 INTRODUCTION

1 Introduction

1.1 Motivation

Linguistically annotated treebanks play an essential part in modern computational
linguistics. The more complex the treebanks become, the more sophisticated tools are
required for using them, namely for searching in the data. A search tool helps extract
useful information from the treebank, in order to study the language, the annotation
system or even to search for errors in the annotation.

Three sides existed whose connection is solved in this book. First, it was the Prague
Dependency Treebank 2.0 (Haji¢ et al. 2006), one of the most advanced manually an-
notated treebanks in the linguistic world. Second, there existed a very limited but ex-
tremely intuitive search tool — Netgraph 1.0. Third, there were users longing for such a
simple and intuitive tool that would be powerful enough to search in the Prague De-
pendency Treebank.

Our aim is to propose and implement a query system for this treebank that would
not require programming skills from its users. A system that could be used by lin-
guists without a knowledge of any programming language. A system that would fit
the Prague Dependency Treebank 2.0 — it means to be powerful enough to search for
all linguistic phenomena annotated in the data.

In the book, we study the annotation of the Prague Dependency Treebank 2.0, espe-
cially on the tectogrammatical layer, which is by far the most complex layer of the
treebank, and assemble a list of requirements on a query language that would allow
searching for and studying all phenomena annotated in the treebank. We propose an
extension to the query language of the existing search tool Netgraph 1.0 and show that
the extended query language satisfies the list of requirements. We also show how all
principal linguistic phenomena annotated in the treebank can be searched for with the
query language.

The proposed query language has also been implemented — we present the search
tool as well and talk about the data format for the tool. The tool is freely available and
can be downloaded from the internet, as described in the Appendix.

1.2 Outline of the Book

In the rest of this introductory chapter, we present very shortly the Prague Depen-
dency Treebank 2.0, only for those who are not at all familiar with the treebank.

In Chapter “2 - The Problem Analysis”, we first mention some related work and
present several existing search tools for treebanks, including Netgraph 1.0 — a basis for
our own work. Afterwards, in Section “2.3 - Linguistic Phenomena in PDT 2.0”, we
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1 INTRODUCTION

study annotation manuals for the Prague Dependency Treebank 2.0 and present
linguistic phenomena that require our attention in creating a query language. We
focus mainly on the tectogrammatical layer — the most complex layer of the treebank.
In the subsequent section (“2.4 - Linguistic Requirements”), we summarize a list of
requirements on a query language for the Prague Dependency Treebank 2.0.

In Chapter “3 - The Query Language”, we propose a query language that meets all
requirements gathered in the previous chapter. It is an extension to the existing query
language of Netgraph 1.0.

Chapter “4 - The Data” is dedicated to the description of the data used in Netgraph.
The chapter not only describes the format of the data, but also shows that the query
language is not independent of the data — it has some requirements on the data and
the data can also help with some pre-computed information. Hidden nodes are pre-
sented in Section 4.6 as a way of accessing lower layers of annotation with non-1:1 re-
lation among nodes of the layers.

In Chapter “5 - Using the Query Language”, we show that Netgraph Query Lan-
guage, described in Chapter 3, fulfils the requirements stated in Chapter 2. We show
that it meets the general requirements on a query language for the Prague Dependen-
cy Treebank 2.0, listed in Section 2.4, and how it can be used for searching for all lin-
guistic phenomena from the treebank, gathered from the annotation manuals.

Chapter “6 - Notes on the Query Language” discusses some features of the query
language. A comparison to several other query languages is also offered here (Section
6.5). Section 6.7 gives an example of how feedback from users influenced the develop-
ment of the query language.

Chapter “7 - The Tool” introduces Netgraph — the tool that implements the query
language.

Chapter “8 - Real World” shows to what extent the features of the query language
are put to use by the users and what the users really do search for, by studying log
files of the Netgraph server. Representative examples of real queries set by users are
presented.

We conclude in Chapter “9 - Conclusion” by summarizing what has been done and
proposing some future work on the query language and the tool.

Much additional information can be found in Appendixes. “Appendix A:
Publications about Netgraph” enlists publications about Netgraph written or co-
written by the author of this book. “Appendix B: FS File Format Description”
describes formally the data format used in Netgraph. “Appendix C: FS Query Format
Description” describes formally the syntax of the query language implemented in
Netgraph. “Appendix D: List of Attributes in PDT 2.0” gives a list of all attributes of
the Prague Dependency Treebank 2.0 used in Netgraph. “Appendix E: Other Usages
of Netgraph” shows usages of Netgraph for some other treebanks. “Appendix F:

14



1.2 OUTLINE OF THE BOOK

Installation and Usage of Netgraph — A Quick How-To” describes shortly how to
install and use the Netgraph client.

1.3 The Prague Dependency Treebank 2.0

We very briefly describe the Prague Dependency Treebank 2.0, its properties and
major attributes of the annotation. We focus on features that are important for basic
understanding of the annotation of the treebank.

A more detailed description of all attributes of the Prague Dependency Treebank 2.0
is available in “Appendix D: List of Attributes in PDT 2.0”.

The Prague Dependency Treebank 2.0 (PDT 2.0, see Haji¢ et al. 2006, Haji¢ 2004) is a
manually annotated corpus of Czech. It is a sequel to the Prague Dependency Tree-
bank 1.0 (PDT 1.0, see Hajic¢ et al. 2001a, Hajic¢ et al. 2001b).

The texts in PDT 2.0 are annotated on three layers - the morphological layer, the
analytical layer and the tectogrammatical layer. The corpus size is almost 2 million
tokens (115 thousand sentences), although “only” 0.8 million tokens (49 thousand
sentences) are annotated on all three layers. By “tokens” we mean word forms,
including numbers and punctuation marks.

1.3.1 The Morphological Layer

On the morphological layer (Hana et al. 2005), each token of every sentence is anno-
tated with a lemma (attribute m/lemma), keeping the base form of the token, and a tag
(attribute m/tag), keeping its morphological information. Sentence boundaries are an-
notated here, too. Attribute m/form keeps the form of the token from the sentence,
with some possible corrections (like misprints in the source text).

1.3.2  The Analytical Layer

The analytical layer roughly corresponds to the surface syntax of the sentence; the
annotation is a single-rooted dependency tree with labelled nodes (Haji¢ et al. 1997,
Haji¢ 1998). The nodes on the analytical layer (except for technical roots of the trees)
correspond 1:1 to the tokens of the sentences (more precisely about this in Section 2.3).
The order of the nodes from left to right corresponds exactly to the surface order of to-
kens in the sentence. Non-projective constructions (that are quite frequent in Czech
(Haji¢ova et al. 2004) and also in some other languages (Havelka 2007)) are allowed.
Analytical functions are kept at nodes (attribute a/afun), but in fact they are names of
the dependency relations between a dependent (son) node and its governor (father)
node.
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1 INTRODUCTION

1.3.3  The Tectogrammatical Layer

The tectogrammatical layer captures the linguistic meaning of the sentence in its
context. Again, the annotation is a rooted dependency tree with labelled nodes. The
correspondence of the nodes to the lower layers is more complex here. It is often not
1:1, it can be both 1:N and N:1 (actually, even N:0, or M:N). It was shown in Mirovsky
(2006) how Netgraph deals with this issue. It is also discussed here in Section 4.6.

Many nodes found on the analytical layer disappear on the tectogrammatical layer
(such as function words, e.g. prepositions, subordinating conjunctions, etc.). The infor-
mation carried by these nodes is stored in attributes of the remaining (auto-semantic)
nodes and can be reconstructed. On the other hand, some nodes representing for ex-
ample obligatory positions of verb frames, deleted on the surface, and some other
deletions, are regenerated on this layer (for a full list of deletions, see Mikulova et al.
2006).

The tectogrammatical layer goes beyond the surface structure and corresponds to
the semantic structure of the sentence, replacing notions such as Subject and Object by
functors like Actor, Patient, Addressee etc. (see Hajicova 1998, for a full list of func-
tors, see Mikulova et al. (2006) and also “Appendix D: List of Attributes in PDT 2.0”).

The attribute functor describes the dependency between a dependent node and its
governor and is stored at the son-nodes. A tectogrammatical lemma (attribute t_lem-
ma) is assigned to every node. Grammatemes are rendered as a set of 16 attributes
grouped by the “prefix” gram (e.g. gram/verbmod for verbal modality).

The total of 39 attributes are assigned to every non-root node of the tectogrammati-
cal tree, although (based on the node type) only a certain subset of the attributes is
necessarily filled in.

Topic and focus (Hajicova et al. 1998) are marked (attribute tfa), together with so-
called deep word order reflected by the horizontal order of nodes in the annotation
(attribute deepord). It is in general different from the surface word order.

Coreference relations between nodes of certain category types are captured (Kucova
et al. 2003), distinguishing also the type of the relation (textual or grammatical). Each
node has an identifier (attribute id) that is unique throughout the whole corpus. At-
tributes coref text.rf and coref gram.rf contain ids of the coreferential nodes of
the respective types.
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3 THE QUERY LANGUAGE

3 The Query Language

We introduce a query language that satisfies linguistic requirements stated in the pre-
vious section. We present the language informally on a series of examples. A formal
definition of the textual form of the query language can be found in “Appendix C: FS
Query Format Description”. The query language is an extension of the existing query
language of Netgraph 1.0, as presented in Section 2.2.

The proposed query language has two forms — a graphical form, which we call Net-
graph Query Language, and a textual form, which we call FS Query Language. Net-
graph Query Language is a graphical representation of FS Query Language. The
query languages are equivalent. Each query in the textual form has its graphical coun-
terpart and vice versa.

Users usually work with the graphical form of the query. It follows the idea “what
you see is what you get”, or rather “what you want to see in the result is what you
draw in the query”. The textual form cannot contain any formatting white characters.
In this chapter, we always show both the graphical and the textual version of the
query. In the subsequent chapters, we usually use only one of the versions, to save
space. We present examples both from the analytical and the tectogrammatical layer;
the attributes used in the query always show which of the layers is used (see “Appen-
dix D: List of Attributes in PDT 2.0”). In the result analytical trees, usually the at-
tributes m/lemma and afun are displayed, while in the tectogrammatical trees, usually
the attributes t_lemma and functor are displayed.

The query in Netgraph is always a tree (or a multi-tree, see below) that forms a sub-
tree in the result trees. The treebank is searched tree by tree and whenever the query is
found as a subtree of a tree, the tree becomes a part of the result.

3.1 The Basics

The simplest possible query is a simple node without any evaluation:
o

In the textual form, a node is enclosed in square brackets:
[]

This query matches all nodes of all trees in the treebank, each tree as many times as
how many nodes there are in the tree.
Values of attributes of the node can be specified in the form of attribute=value
pairs:
@]

afun=5bh
m/lemma=Klaus
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3 THE QUERY LANGUAGE

In the textual form, the attribute=value pairs are separated by a comma (", "):
[m/1lemma=Klaus,afun=Sb]

The query searches for all trees containing a node evaluated as Subject (”Sb”) with
lemma Klaus.

3.2 Alternative Values and Nodes

3.2.1 Alternative Values

Alternative values of attributes are separated by a vertical bar (" |"):
o
afun=5b|0ODbj

m/lemma=Klaus

with the textual form:
[m/lemma=Klaus,afun=Sb|0bj]

This time, the node with lemma Klaus can either be a Subject ("Sb”) or an Object
(I’Obj I’)‘

3.2.2 Alternative Nodes

It is possible to define an entire alternative set of values of attributes, like in the fol-

lowing example:
@

afun=5h
m,’lemma_:KIaus

afun=0bj
m/lemma=Zeman

In the textual form, the alternative set of attributes, actually an alternative node, is
separated by a vertical bar (" |"):

[m/lemma=Klaus,afun=Sb]| [m/lemma=Zeman,afun=0bj]

This query matches trees containing a node that is either a Subject with lemma
Klaus, or an Object with lemma Zeman.

3.3 Wild Cards

Two wild cards can be used in values of attributes:

® "7?” stands for any one character

® "*" stands for a sequence of characters (of length zero or greater)
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3.3 WILD CARDS

The special meaning of these wild cards can be suppressed with a backslash (”\").
(To suppress the special meaning of a backslash, it can itself be escaped with another
backslash.)

The following query searches for all trees containing a node that is a noun in the da-
tive (the first position of the tag denotes part of speech, the fifth position denotes
case)™:

O
m/tag=N7??3*

with the textual form:
[m/tag=N?773*]

To suppress the special meaning of these wild cards in the textual form of the
query, two backslashes ("\\") must be used.

3.4 Regular Expressions

Beside the wild cards in values of attributes, a Perl-like regular expression (Hazel
2007) can be used as a whole value of an attribute. If a value of an attribute is enclosed
in quotation marks, the value is considered an anchored’ regular expression. The fol-
lowing query searches for all trees containing a node that is an Object, also a noun but

not in the dative:

O
afun=0bj
m/tag="N...[~3].*"

non

In the textual version, some characters (namely ”[”, ”1”, "(”, )", =", ”,” and
"|") have to be escaped with a backslash (”\"):

[afun=0bj,m/tag="N...\["3\].*"]

Although regular expressions can fully replace wild cards introduced above, for
backward compatibility and maybe for simplicity, the wild cards remain in the lan-
guage. Moreover, references (see Section 3.9 below) cannot be a part of a regular ex-
pression’ but they can be combined with the wild cards.

2 See “Appendix D: List of Attributes in PDT 2.0” for a description of positions of the attribute
m/tag.

3 “Anchored” means that it must match the whole value of the attribute in the result tree (not
only its substring).

4 Aregular expression has to be compiled before it can be matched with a string. The
compilation is only made once for each regular expression in the query. If it could contain
references, it would have to be compiled each time a value is substituted for the reference,
i.e. many times for each searched tree.
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3 THE QUERY LANGUAGE

3.5 Dependencies Between Nodes

Dependencies between nodes are expressed directly in the syntax of the query lan-
guage. Since the result is always a tree, the query also is a tree (or a multi-tree, see Sec-
tion 3.10 below) and the syntax does not allow non-tree constructions. The following
query searches for Predicates ("PRED") that directly govern an Actor ("ACT”), a Patient
("PAT"”) and an Addressee (”"ADDR"):

functorCN@

functor=ACT functor=PAT functor=ADDR

non

In the textual version, sons of a node are separated by a comma (", "), together they
are enclosed in parentheses (" (”, ) ") and follow directly their father:

[functor=PRED] ([functor=ACT], [functor=PAT], [functor=ADDR])

The following tree is a possible result for this query:

#Gen #GCen mozZna dnes hodina pfimo stadidn
ACT ADDR MOD TWHEN T3IN RHEM LOC

16
RSTR

vstupenka pét
MAT RSTR

In Czech: Rezerva; péti tisic vstupenek se_mozni_bude_proddvat, dnes od 16 hod. piimo na
stadionu.
In English: A_reserve; of five thousand tickets may_be_sold, today from 4 pm. directly at the
stadium.

The subtree matching the query is highlighted with green, the node matching the
root of the query is highlighted with the yellow colour and slightly enlarged.

It is important to note that the query does not prevent other nodes in the result be-
ing sons of the Predicate and that the order of the sons as they appear in the query can
differ from their order in the result tree.

To make quite clear how to stack dependencies in the textual form of the query, let
us give another example. The following query searches for a Patient (”PAT") that gov-
erns a Restriction ("RSTR”) that governs a Material ("MAT”) and another Restriction
("RSTR”).
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3.5 DEPENDENCIES BETWEEN NODES

The result tree given above matches this query too:

functor=PA
functor=R5
functor=MAT functor=RSTR

With the textual version:
[functor=PAT] ([functor=RSTR] ([functor=MAT], [functor=RSTR]))

3.6 Arithmetic Expressions

Some attributes contain numeric values. Simple arithmetic expressions can be used
). Since it is

n-n

in values of these attributes, namely addition ("+"”) and subtraction (
impossible to give a meaningful example now, we postpone giving an example until
after references are introduced in Section 3.9.

3.7 Other Relations

In setting values of attributes, the following relations can be used:

n_n

® equalto ("=
not equal to (
less than ("<")

less than or equal to ("<=")
greater than (">")

my_n

® greater than or equal to (">=")

For numeric values, the relations are understood in their mathematical meaning.
For textual values, alphabetical ordering is used. For each attribute, the relation can
only be set once. It is therefore common for all alternative values of the attribute. If
alternative values are used with relation “not equal to”, the meaning is “the value is
neither of these values”.

The following query searches for all nodes that are neither Subjects, nor Objects:

@]
afun!=5b|0bj

With the textual form:
[afun!=Sb|0bj]
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3 THE QUERY LANGUAGE

3.8 Meta-Attributes

The query language presented so far offers no possibility to set more complex nega-
tion, restrict the position of the query tree in the result tree or the size of the result
tree. Nor the order of nodes can be controlled. Meta-attributes bring additional power
to the query system.

Meta-attributes are attributes that are not present in the corpus, yet they pretend to
be ordinary attributes and users can treat them the same way like normal attributes.
To be easily recognized, names of the meta-attributes start with an underscore ("_").
There are eleven meta-attributes, each adding some power to the query language, en-
hancing its semantics, while keeping the syntax of the language on the same simple
level:

_transitive — defines a transitive edge

_optional - defines an optional node

_#sons — defines number of sons of a node

_#hsons — defines number of hidden sons of a node
_depth — defines a depth of a node

_#descendants — defines number of descendants of a node
_#lbrothers — defines number of left brothers of a node
_#rbrothers — defines number of right brothers of a node
_#occurrences — defines number of occurrences of a node
_name — names a node for a later reference

® sentence - contains the linear form of the sentence

The following subsections offer a detailed description of the individual meta-at-
tributes.

3.8.1 _transitive

This meta-attribute defines a transitive edge. It has two possible values: the value
true means that a node may appear anywhere in the subtree of a node matching its
query-father, the value exclusive means, in addition, that the transitive edge cannot
share nodes in the result tree with other exclusively transitive edges’.

A truly transitive edge merely expresses the fact that a node belongs to the subtree
of another node. The following query searches for a tree containing two Patients any-
where in the tree:

functor=PAT functor=PAT
_transitive=true _transitive=true

5 In Netgraph, alternative values cannot be defined for meta-attribute _transitive.
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3.8 META-ATTRIBUTES

With the textual version:

[1([functor=PAT, transitive=true], [functor=PAT, transitive=truel)

The following tree is a possible result for this query:

@]

#0blfm Moskva simlouva
DIR3 DIR1 PAT

Vaclav premiér ochrana

RSTR RSTR PAT
investice
PAT

In Czech: Premiér Viclav Klaus pfivezl z Moskvy smlouvu; o_ochrané, investic.
In English: Prime minister Viclav Klaus has brought an_agreement; about_a_protection, of
investments from Moscow.

The root of the result tree matches the root of the query. Please note that both Pa-
tients matching the query, although in this particular result one depends on the other,
are in the subtree of the root (in the result tree), which is exactly what the query re-
quires.

To prevent the possibility of the Patients to depend on one another, the exclusive
transitivity can be used in the query:

O e

B ¢ I ¢

functor=PAT functor=PAT
_transitive=exclusive _transitive=exclusive

With the textual version:

[1([functor=PAT, transitive=exclusive],[functor=PAT, transitive=exclu-
sive])

Exclusively transitive edges cannot share nodes in the result tree and therefore
make sure that neither of the Patients in the example query can belong to the subtree
of the other Patient.
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3 THE QUERY LANGUAGE

The following result tree matches this query:

prilakat
PRED

mnohy #Oblfm ultraliberalizmus
PAT DIR3 ALT

-
#PersPron aus acovat
DIR1 ARP

Vaclav jiz
RSTR  TWHEN ACGT
ktery cesky
R5TR R5TR
In Czech: Mnozi; z nich byli_p¥ildkini, ultraliberalismem Viclava Klause, kterys jiZ nékteri
odbornici oznacuji jako ,,Ceskij model”.
In English: Many, of them were_attracted, by the ultra-liberalism of Viclav Klaus, which;
some experts already term as “Czech model”.

While both result trees match the first query (the query with two truly transitive
edges), only the second result tree matches the second query (the query with two ex-
clusively transitive edges).

3.8.2 _optional

The meta-attribute optional defines an optional node’. It may but does not have
to be in the result tree at a given position. Its father and its son (in the query) can be
the direct father and son in the result. Only the specified node can appear (once or
more times as a chain) between them in the result tree. Possible values are:

® true - There may be a chain of unlimited length (even zero) of nodes match-
ing the optional node in the result tree between nodes matching the query-fa-
ther and the query-son of the optional node.

® g positive integer - There may be a chain of length from zero up to the given
number of nodes matching the optional node in the result tree between nodes
matching the query-parent and the query-son of the optional node.

6 In Netgraph, the meta-attribute _optional can only be defined once at a node. If there are
alternative nodes defined, it can be used in any of the sets of attributes. It can only be used
with the relation equal (”="). It cannot use alternative values. It cannot be used at the root of

the query.
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3.8 META-ATTRIBUTES

The following query searches for trees containing a Predicate that either directly
governs an Actor, or there is a Conjunction or a Disjunction node between the Predi-
cate and the Actor:

_optional=1
functor=ACT

With the textual version:
[functor=PRED] ([ functor=CONJ|DISJ, optional=1]([functor=ACT]))
There are two possible types of result trees for this query (with or without the op-

tional coordinating node). The following tree represents results with the optional coor-
dinating node:

Kritizovat

@

Lux biskup Klaus cirkev
ACT ACT ACT  PAT

In Czech: Lux; a, biskupové kritizovalis Klausovy vyjroky o cirkvi.
In English: Lux; and, bishops criticized; Klaus's statements about the Church.

The next tree represents results without the optional coordinating node:

b
PRE
prognéza pry realny
ACT MOD PAT
Klaus
APP

In Czech: Klausovy prognozy; jsou, pry redlné.
In English: Klaus's forecasts; are, allegedly realistic.
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3 THE QUERY LANGUAGE

The following query demonstrates the usage of the meta-attribute _optional with
the value true. It searches for Attributes ("Atr”) anywhere in the subtree of a Predi-
cate ("Pred”) but does not allow a subordinating conjunction (”AuxC”) appear on the
path from the Predicate to the Attribute:

afun=Atr
With the textual version:
[afun=Pred] ([afun!=AuxC, optional=true]([afun=Atr]))

The following tree is a possible result for this query:

o

plenéni nadale
S5b Adv

polevit dedictvi
Adv AuxX Atr
le)

milj  kulturnf
Atr  Atr

In Czech: I kdyz proud téchto kamionii polevil, plenéni naseho, kulturniho dédictvi naddle pokra-
Cujes.

In English: Even though the stream of these lorries slackened, the plundering of our; cultural her-
itage still continues,.

In this particular result, the nodes plenéni(Sb) and dédictvi(Atr) match the op-
tional node from the query, and the node mij (Atr) matches the Atr node from the
query. The three Attributes ("Atr”) on the right side of the tree can match the At-
tribute from the query, while the two Attributes on the left side of the tree cannot, be-
cause of the AuxC node lying on the path from the Attributes to the Predicate
("Pred”).”

7  The node dédictvi(Atr) can also match the Atr node from the query; Together with pokracovat(Pred)
and plenéni(Sb), these three nodes match the whole query and form another result.
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3.8 META-ATTRIBUTES

3.8.3 _#sons

The meta-attribute #sons (“number of sons”) controls the exact number of sons of
a node in the result tree. The following query searches for a Predicate governing an
Actor and a Patient and nothing else:

functor=PRED
_#sons=2

functor=ACT functor=PAT

With the textual version:

[functor=PRED, #sons=2]([functor=ACT], [functor=PAT])

The following tree is a possible result for this query:

uspokojit
PRED
Klaus
PAT
W
RSTR
ktery novy ODS
RSTR RSTR APP

In Czech: Reakce; nékterijch politikii na novou iniciativu ODS V. Klause, uspokojilys.

In English: V. Klaus, was_satisfieds with responses; of some politicians to the new initiative of
ODS.

The meta-attribute _#sons prevented the Predicate from having more than two sons
in the result tree. The predicate could not have less than two sons in the result also be-
cause there were two sons in the query.

3.8.4 _t#hsons

The meta-attribute #hsons (“number of hidden sons”) is similar to the meta-
attribute #sons. It controls the exact number of hidden sons of a node in the result
tree. Let us postpone giving an example of this meta-attribute until after the hidden
nodes have been introduced in Section “3.11 - Hidden Nodes” .
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3.8.5 _depth

The meta attribute depth controls the distance of a node in the result tree from the
root of the result tree. The following query searches for all nodes that are at level 2 or
greater — their distance from the root is at least 2:

O
_depth>=2
With the textual version:
[ depth>=2]

All nodes in the following tree but the root and the Predicate match the query; the
first result in the tree is displayed:

aus #Gen jinak
AET  EFF MANN

Vaclav
R5TR
In Czech: Viclav Klaus, soudi jinak.
In English: Viclav Klaus, thinks otherwise.

3.8.6 _#descendants

The meta-attribute #descendants (“number of descendants”) controls the exact
number of all descendants of a node (number of nodes in its subtree), excluding the
node itself.

The following query searches for all trees consisting of at most 10 nodes (plus the
technical root that matches the query node (because of _depth=0)):

O

_#descendants<=10
_depth=0

With the textual version:

[ depth=0, #descendants<=10]
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3.8 META-ATTRIBUTES

3.8.7 _#lbrothers

The meta-attribute #lbrothers (“number of left brothers”) controls the exact
number of left brothers of a node in the result tree. The following query searches for a
Predicate that governs a Patient as its first son:

functor=PR|

/

functor=PAT
_#lbrothers=0

With the textual version:
[functor=PRED] ([functor=PAT, #lbrothers=0])

The following tree is a possible result for the query:

zahranit
PRE
[0}

tupadek #Unsp wvykon
PAT ACT MEANS
In Czech: Upadku, zabrdnili, vijkonem.
In English: They prevented, bankruptcy; with effort.

3.8.8 _#rbrothers

Similarly, the meta-attribute #rbrothers (“number of right brothers”) controls
the exact number of right brothers of a node in the result tree.

3.8.9 _#occurrences

The meta-attribute _#occurrences (“number of occurrences”) specifies the exact
number of occurrences of a particular node at a particular place in the result tree. It
controls how many nodes of the kind can occur in the result tree as sons of the father
of the node (including the node itself).

The following query searches for Predicates that govern (directly) an Actor but not a
Patient:

functorM

functor=ACT functor=PAT
_#occurrences=0
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With the textual form:
[functor=PRED] ([functor=ACT], [functor=PAT, #occurrences=0])

The following tree is a possible result for this query:

urad #Benef
LOC BEN

tento #Cor i informace

RSTR ACT RHEM PAT
potfebny
RSTR

In Czech: Na tomto iitadeé Ize, ziskat, i pottebné informace.
In English: Even useful information can; be_obtained, at this office.

The Predicate ("PRED"”) in the result tree can have other sons than the Actor ("ACT").
Nevertheless, non of them can be a Patient ("PAT").
Please note that the following query has quite a different meaning:

functor%

functor=ACT functor!=PAT

With the textual version:

[functor=PRED] ([ functor=ACT], [functor!=PAT])

The following tree is a possible result for the query:

postup praxe, zhotovovani
ACT LOC

tento pie

RSTR ACT T
ovéfeny
RSTR

In Czech: Tento postup; si_vyZadd, v_praxis zhotovovini ovéfenyjch kopi.
In English: In_practices, this procedure; will_require, production of certified copies.
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The “non-Patient” node from the query matches the Locative ('LOC") in the result
tree and does not prevent another son from being a Patient ("PAT").

The meta-attribute #occurrences can be combined with the meta-attribute tran-
sitive set to the value true for the transitive meaning of the occurrences; then, it
controls how many nodes of the kind can occur in the whole subtree of the father of
the node in the result tree (excluding the father). The following query searches for
trees that contain exactly two Predicates (in the whole tree; the technical root cannot
be a Predicate):

o...
_depth=0 ' )
"-.O

functor=PRED
_transitive=true
_#occurrences=2

With the textual version:

[ depth=0]([functor=PRED, transitive=true, #occurrences=2])

Note: If the meta-attribute #occurrences is combined with transitive=true,
the father node in the query may even be omitted and the query may consist only of
the node defining the Predicate, with the same result. It may be simpler but probably
is less intuitive. The following tree is a possible result for the query:

@'

banka zpravidla (hrada #Gen #Gen #Neg
ACT THO A PAT ADDR RHEM

rychly pfeklenovaci diuh

RSTR  R3TR PAT
In Czech: Nejrychlejsi cestou by_byl; pieklenovact iivér, ale banky zpravidla na tihradu dluhii
nepijcuji.
In English: The bridging loan would_be; the fastest way but banks usually do not lend money
for settlement of debt.

Since only one Predicate is actually drawn in the query, only one is highlighted in
the result.
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3.8.10 _name

The meta-attribute name is used to name a node for a later reference, see Section
“3.9 - References” below.

3.8.11 _sentence

The meta-attribute sentence can be used to search in the linear surface form of the
trees — in the sentences. The following query searches for all trees (sentences) that
contain the expression “v souvislosti s” (“in connection with”), regardless of its
position in the sentence. To avoid matching each node in these trees, we use the meta-
attribute _depth. It makes sure that only the root will match the query node:

o

_depth=0
_sentence=".*[Vv] souvislosti 5.*"

With the textual version:
[ sentence=".*\[Vv\] souvislosti s.*", depth=0]

The following tree is a possible result for the query:

uzavieny mirovy posledni teroristicky lzraelec

RSTR RS3TR RSTR R3TR BEN
In Czech: V_souvislosti_s; uzavienyjymi mirovymi smlouvami v posledni dobé zesilily teroris-
tické iitoky proti Izraelciim.
In English: In_connection_with; the signed treaties of peace, terrorist attacks towards Israelis
recently intensified.

Since the expression “v souvislosti s” is considered a secondary preposition and not
an auto-semantic word(s), it is not represented with a node on the tectogrammatical
layer. Thanks to the meta-attribute _sentence, it can still be easily found.

3.9 References

References serve to refer in the query to values of attributes in the result trees, to
values unknown at the time of creating the query. First, a node in the query has to be
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named using the meta-attribute _name.’ Then, references to values of attributes of this
node can be used at other nodes of the query. The following query searches for a Pred-

icate with two sons with the same functor in the result tree, whatever the functor may
be:

functorcz)m

_hame=N1 functor={N1.functor}

With the textual form:
[functor=PRED] ([ name=N1], [functor={N1l.functor}])

The reference is enclosed in braces ("{"”, "}") and the name of the node that is re-
ferred to is separated from the name of the attribute with a dot (”."”). The first son is
named N1, the functor of the second son is set to the same value as the functor of the
node N1 in the result tree.

The following tree is a possible result for the query. In this case, the functor of the

two sons is TWHEN:

@

Praha vcera odpoledne specidl Rotterdam
DIR3 TWHEN TWHEN MEANS DIR1

rn  rockovy

R5TR
Pink  Floyd
FPHR FPHR

In Czech: Clenové rockové skupiny Pink Floyd pfiletéli; do Prahy vcera, odpolednes specidlem
z Rotterdamu.

In English: Members of the rock group Pink Floyd arrived; in Prague yesterday, afternoon;
with a special flight from Rotterdam.

References can refer to the whole value (as shown above) or only to one character of
the value. The required position is separated from the name of the attribute with an-

8 In Netgraph, the meta-attribute _name can only be defined once at a node. If there are
alternative nodes defined, the meta-attribute _name can only be used in the first set of

n_n

attributes. It can only be used with the relation equal (”="). It cannot use alternative values.
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other dot (”.”). It is also possible that references only form a substring of a defined
value and appear several times in a definition of an attribute. The following query
searches for a father and a son that agree in case and number (which are the fourth
and fifth position of the morphological tag (attribute m/tag):

m/tag=""x
_hame=N1

SPI[1-7].*"

m/tag=???{N1.m/tag.4}{N1.m/tag.5}*

With the textual version:

[_name=N1,m/tag="...\[SP\I\[1-7\].*"]([m/tag=7?7?{N1.m/tag.4}
{N1.m/tag.5}*])

The definition of the tag of the father ensures that the tag is defined and sets which
values are acceptable at the fourth and fifth positions. The definition of the tag of the
son makes sure that the fourth and fifth positions of the two tags are the same, regard-
less of other positions.

The following tree is a possible result for the query:

Vt
VB-S---3P-AA=

pravdivy
NNIS1--——— A-———  AAIS1-——-1A——-

@
tento reklamni
PDYS1-————————m AAIS1-———1A—-—-

In Czech: Je tento; reklamni slogan, pravdivy?
In English: Is this; advertising slogan, honest?

A reference cannot be a part of a regular expression.

3.10 Multi-Tree Queries

A multi-tree query consists of several trees combined either with a general AND or a
general OR. In the case of AND, all the query trees are required to be found in the result
tree at the same time (different nodes in the query cannot be matched with one node
in the result), while in the case of OR, at least one of the query trees is required to be
found in the result tree. The following query also demonstrates a usage of an arith-
metic expression. It takes advantage of the fact that the attribute ord controls the hori-
zontal order of nodes in the analytical trees. The query searches for a Subject and a

52



3.10 MULTI-TREE QUERIES

node that can either be anywhere to the left from the Subject or, if to the right, at the
distance at most three:
o] o

afun=5bh ord<={N1l.ord}+3
_name=N1

andfor AND

In the textual version, the required boolean combination (AND or OR) is on the first
line and each tree is placed separately on the subsequent lines:
AND
[ name=N1,afun=Sb]
[ord<={N1l.ord}+3]

The following tree shows a possible result for the query. Attributes m/lemma, afun
and ord are displayed:

Vaclav vlada
Atr Atr
1 5
ok
Atr
letosni
Atr
7

In Czech: Viclav Klaus, odkryl karty vlddy, pro letosni rok
In English: Viclav Klaus; revealed cards of the_government, for this year

The horizontal order of nodes is displayed in the tree. The leftmost node is the root
(ord=0). The node Vaclav (Atr) follows with ord=1, then Klaus (Sb) with ord=2 and
so on. The node leto3ni(Atr) is the rightmost but one (with ord=7), rok(Atr) with
ord=8 is the rightmost node in the tree.
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3.11 Hidden Nodes

Hidden nodes are nodes that are marked as hidden by setting the attribute hide to
true.” Their visibility in result trees can be switched on and off. Hidden nodes serve
as a connection to the lower layers of annotation or generally to any external source of
information.

The search algorithm ignores the hidden nodes entirely unless a node in the query
is explicitly marked as hidden. Some meta-attributes do not take the hidden nodes
into account either. The meta-attribute _#descendants only counts non-hidden nodes
in a subtree, as well as the meta-attribute #sons. The meta-attribute #occurrences,
on the other hand, if used at a hidden node, treats hidden nodes as normal nodes. The
meta-attribute #hsons counts a number of hidden sons of a node.

Netgraph uses the hidden nodes as a connection to the lower layers of annotation
with non-1:1 relation, as described later in Section “4.6 - Hidden Nodes” .

The following query searches for a node that has at least three hidden sons, two of
which are verbs (their morphological tag starts with "V"):

#hsonsi\ﬁ

m/jtag=v*
hide=true
_#occurrences=2
With the textual form:
[ #hsons>=3]([hide=true,m/tag=V*, #occurrences=2])

The following tree is a possible result for the query:

ten #PersPron #Gen
INTF  ACT PAT

byt se divit
Ve-p-—-2 P7-X4 VpYS——-XR-AA-——

In Czech: To byste_se_divil,.
In English: You would_be_surprised,.

9 In Netgraph, the attribute hide can only be defined once at a node. If there are alternative nodes
defined, the attribute hide can only be used in the first set of attributes. It can only be used with

n_n

the relation equal ( .
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The nodes with the labels directly below the circles are nodes belonging to the tec-
togrammatical layer. All other nodes are the hidden nodes (now displayed), providing
connection to the lower layers of annotation. The attributes t_lemma and functor are
displayed at the tectogrammatical nodes, the attributes m/lemma and m/tag are dis-
played at the hidden nodes. The tectogrammatical node divit_se(PRED) has three
tectogrammatical sons and three hidden sons.
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SUMMARY

Summary

Three sides existed whose connection is solved in this book. First, it was the Prague
Dependency Treebank 2.0, one of the most advanced treebanks in the linguistic world.
Second, there existed a very limited but extremely intuitive search tool — Netgraph 1.0.
Third, there were users longing for such a simple and intuitive tool that would be
powerful enough to search in the Prague Dependency Treebank.

In the book, we study the annotation of the Prague Dependency Treebank 2.0, espe-
cially on the tectogrammatical layer, which is by far the most complex layer of the
treebank, and assemble a list of requirements on a query language that would allow
searching for and studying all linguistic phenomena annotated in the treebank. We
propose an extension to the query language of the existing search tool Netgraph 1.0
and show that the extended query language satisfies the list of requirements. We also
show how all principal linguistic phenomena annotated in the treebank can be
searched for with the query language.

The proposed query language has also been implemented — we present the search
tool as well and talk about the data format for the tool. The tool is freely available and
can be downloaded from the internet, as described in the Appendix.

Chapter 1 offers the introduction to the content of the book. In Chapter 2, related
work and several existing search tools for treebanks are discussed. The annotation
manuals for the Prague Dependency Treebank 2.0 are studied here as well and a list of
requirements on a query language for the treebank is assembled. In Chapter 3, a query
language that meets the requirements is presented. Chapter 4 is dedicated to the
description of the data used in Netgraph. Hidden nodes are presented as a way of
accessing lower layers of annotation. Chapter 5 shows that Netgraph Query Language
fulfils the requirements stated in Chapter 2. Chapter 6 discusses some features of the
query language. A comparison to several other query languages is also offered here.
Chapter 7 introduces Netgraph — the tool that implements the query language.
Chapter 8 shows to what extent the features of the query language are put to use by
the users and what the users really do search for. Representative examples of real
queries set by users are presented here. Chapter 9 concludes and summarizes what
has been done and suggests what can be done in the future.

Much additional information can be found in Appendixes, including a list of publi-
cations about Netgraph, a formal description of the data format used in Netgraph, a
formal description of the syntax of the query language implemented in Netgraph, also
a comprehensive list of all attributes of the Prague Dependency Treebank 2.0 used in
Netgraph. Usages of Netgraph for some other treebanks are presented as well and
short installation and usage instructions for Netgraph are offered.
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