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1
Introduction

Natural language processing (NLP) is a comparatively new and rapidly growing dis-
cipline in the borderland of theoretical linguistics on the one side and applied mathe-
matics, especially graph theory and statistics, on the other. Machine translation (MT)
is a kind of king’s discipline of NLP and there has been long and extensive research
in the area of rule-based formalisms as well as of statistical approaches to MT. One
subcategory of MT is the translation between related languages which is being re-
searched since the late 1980’s of the 20th century. This thesis focuses on MT among
Balto-Slavic languages.

1.1 The Significance of Machine Translation

The goal of machine translation is to automatically transfer a discourse (in MT usu-
ally in written form) from a source language to a target language while preserving
its meaning and stylistic characteristics. When building an MT system, a natural re-
quirement is to develop it with as little effort as possible. As the complexity of an MT
system depends on the similarity of the source and the target language, the knowl-
edge of different strategies for various degrees of language similarity can minimize
the effort and guarantee an acceptable quality.

We mainly focus on Baltic and Slavic languages although most of the discussed
aspects are valid in general. The mentioned language family has been chosen since it
is an ideal ‘playground’ due to its typology and different degrees of similarity which
allows to investigate MT among related languages in detail. Moreover, for many of
these languages linguistic resources (such as morphological analyzers, synthesizers,
taggers, corpora etc.) are available, thus it is comparatively easy to perform practical
experiments to approve or falsify theoretical hypotheses. Also, the typology of these
languages, mainly the extremely free word order at the level of actants, is very in-
teresting from the viewpoint of formal theories as it cannot be directly processed by
means of formalisms based on context-free rules. Last but not least, the importance of
MT among these languages has grown since the accession of several Baltic and Slavic
nations to the European Union.

It is obvious that MT between related languages is generally easier than between,
for example, Guaraní and Georgian, but what is still unclear is what we have to focus
on in the complex MT process so that we can effectively maximize the translation
quality. This thesis attempts to explore the contribution of syntactic analysis to the
MT in the context of the Balto-Slavic language family, and our additional experiments
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1 INTRODUCTION

with another language group, Romance, show that most of the conclusions are valid
not only for Baltic and Slavic.

1.2 Structure of the Thesis

The thesis can be roughly split into three parts. Chapters 2, 3 and 4 define basic no-
tions, give an overview of Baltic and Slavic languages and review older MT systems
for related languages. Chapters 5, 6, 7 and 8 focus on the properties of the researched
languages and on the implementation of an MT framework for them. Finally, Chap-
ter 9 is dedicated to the statistical part of the framework, the ranker, and to the eval-
uation of our experiments.

There are many approaches to rule-based NLP such as the categorial grammar,
HPSG, LFG etc. Our framework is loosely based on the Lexical Functional Gram-
mar and on the theory behind the Prague linguistic school, which is described, along
with the other used theoretical background, in Chapter 2. In Chapter 3, we give
an overview of Baltic and Slavic languages and present the most notable facts about
them. Chapter 4 gives a brief overview of MT systems for related languages that have
been developed in the last decades.

In Chapter 5, we focus on the relationship between Balto-Slavic languages and we
identify the various free-rides aswell as substantial differences among themwhich are
crucial for MT andNLP in general. Chapter 6 focuses on the most important syntactic
features of the Balto-Slavic languages at the shallow and deep level. Chapters 7 and 8
describe the implementation of the partial parser and shallow transfer, respectively.

Chapter 9 is dedicated to the statistical ranker which is crucial to the framework
since it is the only module that deals with the non-determinism of all other mod-
ules of the framework. Furthermore, we use the most notable methods of automatic
evaluation of translation quality to evaluate our framework and to compare it to the
shallow-transfer based MT system Apertium.

The concluding chapter provides a broader perspective on the problematics of MT
between related languages and summarizes the contribution of the thesis to this par-
ticular area of NLP.

2



7
Partial Parser for Baltic and Slavic

Languages

In this chapter, we describe the parser module and grammar architecture for shallow
processing of Baltic and Slavic languages.1

7.1 Tasks of the Parser

There was no syntactic parser in the original system Česílko. This module has been
added to the translation process to deliver information about the sentence structure
to the transfer module so that language specific structural properties could be han-
dled and translated properly. Without the parser, morphological differences have
only been considered, which is, of course, not sufficient in general. Hence, the parser
provides an add-on value which is supposed to improve the translation. If the source
sentence is left untouched by the parser (because it is too short or too complex), the
system translates it as if there was no syntactic parsing.

The parser uses a hand-written grammar which consists of a set of context-free
rules that are written in a declarative form. The output of the parser is a set of c-
forests.2 It is important to mention that a c-forest does not represent the structure of
the sentence as such but a concrete rule application sequence. Before being passed
to the transfer module, c-forests are automatically converted to d-forests.3 Thus the
final result of the parser is a d-forest or a set of d-forests if the parsed sentence is
ambiguous.

The parser is not supposed to parse whole sentences. Of course, if the syntactic
structure of the sentence is quite simple, the result will be one tree (or set of trees)
covering the whole sentence. Nevertheless, in most cases, the result is a set of trees
which only represent fragments of the sentence. One reason for such behavior may be
the non-projectivity which occurs quite often in languages with free word order. But
projective sentences also may only be parsed partially since the grammar focuses on
the level of noun and prepositional phrases. The coverage of verbal phrases is rather

1Of course, the parser can be used for other language families as well, with appropriate grammar rules.
2By a forest, we mean a set of constituent trees which represent fragments of the parsed sentence and

span it completely.
3A d-forest is a set of dependency trees which have been created by contracting the vertical edges of a

c-tree.
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7 PARTIAL PARSER FOR BALTIC AND SLAVIC LANGUAGES

small, the rules on this level are only meant to capture syntactic constructions which
may cause serious problems in the target sequence.

7.1.1 The Computational Formalism

We use a transformational formalism which is based on a chart parser similar to Q-
Systems, designed and first implemented by Colmerauer (1969). What is very impor-
tant is the fact that the derivational process is context-free (in the sense of Chomsky’s
hierarchy)which has the crucial consequence for Slavic languages that it is not capable
of dealing with non-projective constructions (at least not directly).

The input of the parser can be morphologically ambiguous. In such a case, the
parser tries to use all provided data to construct a complete tree. If it succeeds, all
complete trees comprise the result set whereas all input itemswhich are not contained
in a complete tree, are discarded.

Theoretically, it would be necessary to parse the whole sentence in order to disam-
biguate it morphologically. Even then, somewordsmay keepmore than onemorpho-
logical tag (due to case syncretism). In case of shallow parsing only, the morpholog-
ical ambiguity seems to be one of the most serious problems. The best case scenario
would be to get a disambiguated input. Unfortunately, at the moment the only possi-
bility is to use a stochastic tagger which introduces errors and makes it impossible for
the parser to recognize some dependencies. As has been shown by Žáčková (2002), it
is not possible to disambiguate Czech texts by means of shallow rules only.

7.2 Main Principles of Parsing Rules

As usual in unification-based grammars, each rule is associatedwith a condition (con-
straint) on feature structures and the rule applies only if this condition is satisfied.

A typical example of a linguistically motivated condition is the agreement of mor-
phological categories between the governor and its dependant. For example, an ad-
jective which depends on a noun has to agree with it in gender, case and number.
We understand the term agreement in broader sense, i.e., a dependant agrees with its
governor if a set of conditions, which are defined for the particular type of syntac-
tic construcion, is satisfied. In most cases, the conditions are simply equivalences of
category values, as in the following phrase:
(7.1) mladší

younger-,,
sestře
sister-,,

“to the younger sister” (Cze)
Nevertheless, the condition may be more complicated sometimes, for instance, in

Polish noun phrases if the governor is in dual form:
(7.2) czarnymi

black-,,
oczyma
eye-,,
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7.2 MAIN PRINCIPLES OF PARSING RULES

“with black eyes” (Pol)
(7.3) w

in
swoim
his-,,

ręku
hand-,,

“in own hands” (Pol)
Another example can be found in Russian:

(7.4) два
two-,

больших
big-,,

города
town-,,

“two big cities” (Rus)
Another example concerning non-trivial agreement between subject andverb (pos-

sible, for example, in Slovenian):
(7.5) Slovenci

Slovenians-,,
volimo…
vote-,

“we Slovenians vote for…” (Slo)
Apart from rules used to build syntactic trees, we use some tricks in our parser.

The aim of these tricks is to modify the chain graph or to control the parsing process.
Two such rules are described in the following subsections.

7.2.1 Chain Link (shackle)

•
starémasci,pl,nom

starémasci,pl,acc

staréfem,pl,nom

•
hrady

pl,nom

hrady
pl,acc

hrady
pl,ins

•

• ______
�

w
_ G

<

• ______
�

w
_ G

<

•

Figure 7.1: Example of NP analysis without a shackle
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7 PARTIAL PARSER FOR BALTIC AND SLAVIC LANGUAGES

•
starémasci,pl,nom

starémasci,pl,acc

staréfem,pl

• •
hrady

pl,nom

hrady
pl,acc

hrady
pl,ins

•

• ______
�

w
_ G

<

<
G

_ w
�
• ___ • ______

�
w

_ G
<

<
G

_ w
�
•

Figure 7.2: Example of NP analysis with a shackle

As has been already mentioned, the input of the parser is often morphologically
highly ambiguous. One of the tasks of the parser is to disambiguate the sentence (or
at least to lower the ambiguity). Let us consider the sentence Starý hrad se tyčí nad
řekou “The old castle towers over the river”. The phrase starý hrad is morphologically
ambiguous (nominative and accusative). If this phrase has been recognized as the
subject of the main verb, we know that the case is nominative in this context. And
since there is no other reading where it would be accusative, we want to remove this
wrong reading. In fact, it is removed automatically by the algorithm of the parser.
But what would have happened if we had the bare phrase staré hrady? There are two
possible readings (nominative and accusative)which cannot be resolved due to lack of
context. Nevertheless, there are still other meanings for each of the words indepen-
dently (disregarding the dependence between them). In this case, these edges will
not be removed although the parser has analyzed the phrase. This is one negative
property of the parser framework which has to be solved explicitely. We use a sim-
ple workaround: between edges which represent one word of the input sentence, we
insert a new edge (shackle) that links bunches of edges. If there is at least one anal-
ysis which connects two words, the parser marks the shackle as used, i.e., it will be
removed during the cleaning phrase (see Section 7.3). As an effect of this, the ‘wrong’
edges do not lie on a valid path in themultigraph anymore andwill be deleted aswell,
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7.2 MAIN PRINCIPLES OF PARSING RULES

as can be seen in Figure 7.2 (the adjective would have more morphological meanings;
for the sake of simplicity, the multigraph contains only one edge with different gen-
der).

It is obvious that if we modify the multigraph by adding ‘shackles’ between edges
labelled with feature structures, we also have to modify all rules accordingly.

7.2.2 Elimination of Identical Results

The application of rules to the multigraph is non-deterministic. As a result, the ap-
plication of several different sequences of rules may lead to identical results, as illus-
trated in the following example:

• otec • čte • knihu •

Figure 7.3: Example of a sentence with duplicate parses

• otec ______

otec čte

t q
k e _ Y S

M J

otec čte knihu

• čte ______

čte knihu

t q
k e _ Y S

M J
• knihu ______ •

Figure 7.4: Chain graph with new edges

There are two possible parses:
1. The rule identifying direct objects is applied first, the rule identifying subjects

is applied afterwards.
2. The rule identifying subjects is applied first, the rule identifying direct objects

is applied afterwards.
Theoretically, we would get two edges spanning the whole sentence and labelled

with identical syntactic structures (see Figure 7.4). In our implementation of the
parser, this kind of duplicity is recognized automatically to avoid exponential explo-
sion.
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7 PARTIAL PARSER FOR BALTIC AND SLAVIC LANGUAGES

7.3 Multigraph Clean-up and Further Optimization

As long as a rule can be applied to the multigraph, edges are added to it but no ex-
isting edge is removed. The new edges represent (are labelled with) intermediary
feature structures that may be used in further parsing or be candidates for the final
result. Once the multigraph cannot be extended by any rule (according to the used
grammar), the intermediary edges need to be discarded from themultigraph sincewe
want only the most complex feature structures to be processed in the transfer phase.
This clean-up is somewhat similar to garbage collection in programming languages
with automatic memory management.

As an example, let us consider the following Czech verb phrase as the input of the
parser:
(7.6) auta

cars-,,
jezdila
move-,,

“The cars moved/were moving.” (Cze)
The input of the parser is the followingmorphologically preprocessed multigraph

(the multisets of edges between the same pair of nodes reflect the morphological am-
biguity of a word form):
(7.7)

•

auta−,,

•

jezdila−,,

auta−,,

auta−,,

•

jezdila−,,

One rule will be applied to this multigraph. Namely the one that attaches a noun
in nominative (the subject) to its predicate (a resultative participle in this case). The
following multigraph is the result of the syntactic analysis (dotted lines denote used
edges, circles denote used nodes4):

(7.8)

•

auta−,,

◦

jezdila−,,

auta−,,

auta−,,

•

jezdila−,,

4We define the used node as a node that has at least one used edge to the left and at least one used edge
to the right.
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7.3 MULTIGRAPH CLEAN-UP AND FURTHER OPTIMIZATION

Now we need to get rid of all obsolete edges:
1. First of all, we remove all used edges (denoted by dotted lines).
2. We remove all edges which start or end in a used node (i.e., the edges that reflect

morphological variants of a used edge which are morphologically misanalyzed
in the given context according to the used grammar).

3. For each path p from the initial node to the end node, we calculate the number
u(p) of used edges it contains. Then we assign each edge e the score s(e) =
minp∈Pu(p). The score for the whole graph is defined as s = mine∈Es(e). Fi-
nally, we remove all edges where s(e) > s.5

The last step ensures that every edge which remains in the multigraph lies on a
path from the initial node to the end node. The resulting graph will be processed by
the transfer module and at the same time, all complex feature structures (that repre-
sent syntactic trees) are syntactically synthesized (the transfer is described in Chap-
ter 8).

Processing long sentencesmay result in very largemultigraphswith the number of
edges growing exponentially. If we had to translate the Russian phrase старый замок
“old castle” into Czech, the transfer would give the following two features structures:
(7.9) "

”замок”
ADJ [ ”старый” ]

#→


"

”hrad”
ADJ [ ”starý” ]

#

,
"

”zámek”
ADJ [ ”starý” ]

#


The syntactically synthesized multigraph would be as follows:

(7.10)
• “hrad”

•

“starý”

•

“zámek”•“starý”

As the two edges with the feature structure for the adjective starý are identical, we
can optimize the spatial complexity of the multigraph by contracting identical edges
that have at least one common node. For the discussed example, we would get:
(7.11)

•
“starý”

•

“hrad”

•

“zámek”

We call this process compacting themultigraph. It is obvious that in complexmulti-
graphs, the number of edges can be lowered significantly. Immediately before mor-

5If there is at least one path from the initial node to the end node consisting only from unused edges
then the algorithm is equal to the one described in (Colmerauer, 1969), i.e., all used edges are deleted as
well as edges that do not belong to a path from the initial node to the end node.
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7 PARTIAL PARSER FOR BALTIC AND SLAVIC LANGUAGES

phological synthesis, the optimization can be evenmore efficient if we do not contract
only edges with identical feature structures but also with identical surface form in the
target language (since there is an extensive syncretism in Slavic laguages).

7.4 Using the Parser in a Production Environment

The parser described in the previous sections of this chapter is written in a high-level
language (Objective-C) which is more comfortable for the developer to use since the
focus lies on linguistics. For grammar development and testing, the performance and
resource consumption of the compiled code is not an issue. However, the perfor-
mance is important for the processing of large texts while the resource consumption
(the memory footprint) is crucial for the use of the parser on resource-restricted de-
vices such as PDAs and smartphones. In this section, we briefly discuss a possible
optimization of the parser.

We have tried to optimize the parsing process in the way that the rules are indexed
by type signature, i.e., the concatenation of type names of all feature structures on the
left-hand side of the rule. This optimization saved approximately 50% of processing
time because the parser did not try to apply all rules on each subchain of the graph
(only rules taken from the index for the particular subchain were considered to be
applicable). Nevertheless, we wanted a much faster optimization and also a lower
memory footprint. It turned out that transforming the grammar and the input into
the Q-Systems format is a good solution.

The Q-Systems are significantly faster than the FS-based implementation of the
parser mainly due to the different data structure used in unification. While the FS-
based implementationunifies general feature structures, theQ-Systemsuse trees, thus
the unification is similar to the unification of compound predicates in Prolog which
makes it significantly faster.

Feature structures in grammar rules and in the input must meet several conditions
in order to be transformable to the Q-Systems format. First of all, they must be typed
and each type must be assigned a set of attributes the feature structure can contain.
Another condition is that the order of attributes declared for a type is fixed. Finally,
variables used as attribute values in feature structuresmay only contain atomic values
or embedded feature structures.

Each feature structure is converted to a tree. The root of the tree is labelled by the
type name of the feature structure while the sons of the root correspond to attribute
values. The order of these nodes is the same as the order of attributes in the declara-
tion for the particular type and all its supertypes. The structure of the rules remains
the same including the ‘shackles’ (see Section 7.2.1). Attributes declared for a type
that are not contained in a feature structure (and thus behave like free variables in
Prolog) are represented by unique variables in the corresponding Q-Systems rule. It
is obvious that type names and atomic attribute values must conform to the syntactic
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7.4 USING THE PARSER IN A PRODUCTION ENVIRONMENT

rules of the Q-Systems. Variables are directly converted to tree-like variables in the
corresponding tree and they get the same name.6

Let us consider the following type declarations (taken from a grammar for named
entity recognition):
type sign
end

type shortdate
prototype sign
atomic day
atomic month

end

type date
prototype shortdate
atomic year

end

type dateshorttime
prototype date
atomic hour
atomic minute

end

type datetime
prototype dateshorttime
atomic second

end

type precisetime
prototype datetime
atomic millis

end
Each type has a unique name and a prototype (i.e., its supertype, except for the

most general type “sign”). The type is assigned a list of attributes containing all at-
tributes of its supertype followed by the declared (additional) attributes. The order
of the attributes is not significant for the person who is writing a grammar, it is used
only for the transformation of the feature structures. It is obvious that the same type
declaration must be used to transform the rules and the input.

6The used implementation of the Q-Systems allows for using named variables (see below) while the
originally Q-Systems designed by Colmerauer (1969) only allowed for indexed variables.
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7 PARTIAL PARSER FOR BALTIC AND SLAVIC LANGUAGES

Let us consider the following feature structure of the aforementioned type date.
date
DAY 23
MONTH 5
YEAR 2008


This feature structure would be automatically translated to the following Q-tree:7

DATE(23, 5, 2008)
If the structure would have the same content but the type datetime, it would be

transformed to (the identifiers starting with I∗ are variables):
DATETIME(23, 5, 2008, I*ANONYMOUS1, I*ANONYMOUS2, I*ANONYMOUS3)

Since the attributes HOUR, MINUTE and SECOND are not listed in the feature
structure, they are considered to be underspecified and we have to introduce anony-
mous variables to represent their values so that the unification works correctly. The
name of the anonymous variable is generated automatically so that it is unique.

The interpreter of Q-Systems is implemented in C++ and it is equivalent to the
original Q-Systems designed by Colmerauer (1969) except for the following exten-
sions:

• The variables can be named, while in the original Q-Systems they could only be
indexed. The name must be alphanumeric.

• If a rule has been successfully applied, the interpreter does not add the new sub-
chain to the graph if there already is an identical subchain at the same position.

• The result of the parser is an empty graph if there is no path from the initial
node to the end node in the final graph, after all used edges have been removed
(the result of the original Q-Systems was the initial graph instead).

We have tested the aforementioned optimization on 1,000 text documents (most of
them containing more than 200 words) with a grammar for named entity recognition.
The processing time improved from 33minutes to less than 4minutes with a ten times
smaller memory consumption.

7The interpreter of Q-Systems is not case sensitive thus we can use capitals to denote types in the Q-
grammar.
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Summary

This thesis explores the contribution of syntactic analysis to the machine transla-
tion (MT) between related languages and it also attempts to explore the limits of shal-
low MT methods. We focus on one group of languages, the Balto-Slavic language
family, and one MT architecture, namely hybrid systems with prevalently rule-based
modules.

First, we present relatedwork for Slavic, Scandinavian, Turkic, Celtic and Romance
languages. We review different approaches of MT between related languages includ-
ing the MT system for Slavic languages Česílko which constitutes the basis of our sys-
tem.

Second, we suggest a modification of the commonly used shallow-transfer ap-
proach. We describe in detail the implementation of the proposed framework, namely
the partial parser, shallow transfer and stochastic ranker, and evaluate the improved
architecture on three language pairs using several well-known metrics such as WER,
BLEU and NIST.

Third, we examine how our architecture behaves if we couple two MT systems to
obtain a new translation pair as compared to a simple pipe of twoMT language pairs.
This experiment enlightens some aspects of the relationship between deterministic
and non-deterministic approaches to morphological analysis, parsing and transfer.

In the concluding chapter, we provide a broader perspective on hybrid methods
in MT between related languages and finally, we summarize the contribution of the
thesis.
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