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Introduction

The subject of thismonograph is to study properties of coreference using cross-lingual
approaches.

Before we start discussing the particular topics that this book deals with, let us put
thiswork into the context. The research on coreferential and anaphoric relations at our
institute dates back tomid 1980s (Hajičová et al., 1985;Hajičová, 1987; Panevová, 1992),
continued with building coreference-annotated corpora in Czech (Hajič et al., 2006),
and also collecting the parallel Czech-English data (Hajič et al., 2011; Nedoluzhko
et al., 2016a). One of the recent research projects attempts to collect the multilingual
parallel data of English, Czech, Russian and Polish (Nedoluzhko et al., 2018) in order
to cross-lingually study the typological similarities and differences of the languages
with respect to coreferential and anaphoric relations. The aim of the research is to
explore the ways how coreference is expressed in different languages. The traditional
language typology is based on general, mainly morphological and syntactic, similar-
ities and differences of languages. Nevertheless, they do not necessarily accord with
the similarities and differences in the ways how coreference is realized across lan-
guages. For instance, one of the aspects which is strongly related to coreference is
the dropping of pronouns. The languages that can be considered pro-drop (to vari-
ous degrees, e.g. Czech, Russian, Spanish, Italian, Japanese, Chinese, Arabic, Turkish,
Swahili and even English) span across different types of languages in terms of clas-
sical typologies. A similar divergence could be observed for other aspects related to
coreference, such as functions of reflexive and possessive pronouns, and the degree of
nominalization and using deverbatives. The present work considerably contributes
to this research by exploring these aspects on Czech and English.

Although the objectives of the project are rather theoretical, we adopt computa-
tional methods to reach them. Particularly, we make use of two specific techniques:
projection and bilingually informed resolution. Both of them aim at measuring the
similarity or difference in languages. However, each of them utilizes different means
to achieve it: (i) Cross-lingual projection of any linguistic phenomena from a source lan-
guage to a target language is generally considered to work better for closely related
languages. (ii) Bilingually informed resolution, in contrast, takes advantage of the in-
formation from the source language to help identify and disambiguate a particular
linguistic phenomenon in the target language. It appears to be beneficial if the lan-
guages do not share many similarities. This project tries to apply these techniques to
coreference relations.

1



1 INTRODUCTION

The linguistic objectives affect the choice of the algorithms for the methods. For
this purpose, we did not expect the proposed methods to outperform current state of
the art. Instead, we implement a simple but interpretable solutions in order to help
reveal the individual linguistic aspects that contribute on differences and similarities.
Nevertheless, if even such simple method works well, i.e. the bilingually informed
system gains a lot of beneficial information from the other language, it opens the door
for being used also for natural language processing. And this is, apart from the mo-
tivation related to linguistic typology, the other motivation of the present work – to
explore the possibilities of using the bilingually informed system to improve corefer-
ence resolution.

While conducting a research on cross-lingual methods for a given task, it is natural
to raise the following questions. Is English as a language with most resources always
the best choice for a source language? Or does there exist a trade-off between the
size of resources and relatedness of the languages in question? Is any language that
is seemingly related according to the morphology-based typology also appropriate
as a source language for cross-lingual techniques addressing a given task? And is it
possible to combine multiple sources?

Availability of resources for many various languages is necessary to answer these
questions. Nevertheless, conditions for a multilingual study on coreference are far
from excellent. Compared to the situation in dependency parsing, which currently
enjoys growing popularity as regards the cross-lingual approaches, the situation in
coreference resolution is dramatically different. While the project of Universal De-
pendencies (Nivre et al., 2016) encompasses over 60 languages, Onto Notes 5.0 (Prad-
han et al., 2013), the biggest multilingual coreference-annotated corpus with unified
annotation, consists of data in only 3 languages. A similar disproportion between re-
sources for parsing and coreference occurs also for parallel corpora. It is thus very
challenging to develop cross-lingual methods on coreference resolution or to under-
take cross-lingual studies on coreference, in general.

As a consequence, this monograph focuses only on two languages – Czech and En-
glish. These languages are one of the few that supply multiple coreference-annotated
corpora, including the parallel ones.

Czech and English are actually a good choice of language also from the linguistic
point of view. The way how they realize coreference relations on the surface is often

2



1 INTRODUCTION

very different. Contrast the following example1 of the English original sentence and
its Czech translation from the PCEDT corpus (Hajič et al., 2011):
(1.1) ∅

it
přešla
switched

na
to

bezkofeinovou
a caffeine-free

recepturu,
formula

kterou
[which]

používá
[it uses]

pro
[for]

svojí
[self]

kolu.
Coke.

It switched to a caffeine-free formula [[∅ACT ] using [its new Coke] [in 1985]].

V roce 1985 přešla na bezkofeinovou recepturu, kterou používá pro svojí novou kolu.

Let us look at coreferential means represented in this sentence pair. The first differ-
ence between English and Czech can be seen at the subject of the main clause. While
expressed by the personal pronoun “it” in English, the subject in Czech is elided. Such
correspondence is common for these two languages as Czech is a typical pro-drop
language, which omits the subject if it can be easily reconstructed from the previous
context using the information from subject-verb agreement. Second, we have a par-
ticiple construction “using its new Coke” that is translated to Czech as a relative clause
with a relative pronoun “který” (“which”). The last pronoun correspondence in this
sentence is the possessive pronoun “its”, which, is translated here to Czech with the
reflexive possessive pronoun “svůj”, a category missing in English.

To have a better insight into coreference-related correspondences between Czech
and English, we collect many of such examples from the parallel corpus. We accom-
pany the examples with the statistics that quantify the frequencies of occurrences for
individual pairs of expression types.

The example shows that it is advisable to count on ellipses (or zeros) that often
appear in a language and participate in coreferential relations. It is absolutely vital to
address them somehow in Czech, as Czech is a pro-drop language and zero subjects
thus contribute to a substantial number of coreferential expressions. Existence of ze-
ros in English becomes clear if it is contrasted with another language. The example
shows that the zeros, which can be reconstructed to represent unexpressed arguments
of a non-finite verbal formmay have its clear counterpart in Czech relative pronouns.
If we ignored these cases, the coreference projection, for instance, would not be able to
discover coreference relations for many relative pronouns. In this book, we therefore
work with a coreference represented on the so-called tectogrammatical layer, which
is a deep-syntax dependency tree consisting almost exclusively of the content words
and the reconstructed ellipses important for the meaning of the sentence.

In both cross-lingualmethods thatwedealwith in thiswork, word alignment plays
a central role. Without the alignment, it would be difficult to project coreference links
1 Many examples of the similar form can be encountered throughout the book. In the majority of cases,
they are structured as follows. The first line represents the important excerpt of the Czech sentence as
it appears in the corpus, with possibly inserted zeros. The second line is an English gloss of the Czech
excerpt (the expressions in the square brackets do not appear in the original sentence). The third line is
the original English sentence in its full length as it appears in the corpus. The fourth line is the Czech
translation in its full length as it appears in the corpus. If necessary, an embedded square bracketing
visualizing the dependency structure is introduced (except for the second line). Finally, the anaphor and
the antecedent may be highlighted in the sentences.

3



1 INTRODUCTION

or extract the important information from the other language. To ensure alignment
also for zeros, we utilize a variant that identifies correspondences between nodes in
the tectogrammatical trees in two languages.

1.1 Aims of our Work

The aims of this monograph are twofold:
• Linguistic typology: to design and test cross-lingual computational methods that

will be able to quantify the similarities and differences of languages with re-
spect to what means they use to express coreferential relations. In the end, the
methods will serve as the tool to build a coreference-related linguistic typology.

• Coreference resolution: to explore the ways how to take advantage of differences
of languages to build a better model for coreference resolution. Wewill particu-
larly inspect the bilingually informed resolution as a means to obtaining better
automatic coreference annotation on parallel corpora in comparison to using
independent monolingual resolvers for each of the languages. Examples from
such automatically resolved corpus might be in the future utilized in a semi-
supervised learning.

1.2 Structure of the Book

The book is structured as follows. In Chapter 2 we introduce the important theoret-
ical concepts including coreference, anaphora and Prague tectogrammatics. We also
specify the expressions that are often involved in coreferential relations and highlight
their interesting properties in both Czech and English. Chapter 3 presents the works
related to this book, including the approaches to monolingual as well as cross-lingual
coreference resolution In Chapter 4 we introduce all the datasets employed through-
out the book. In addition, we describe the pre-processing pipeline required by our
coreference resolver and the coreference resolution systems which our monolingual
resolver is compared to. In Chapter 5, our own work begins with collecting the statis-
tics on correspondences between Czech and English coreferential expressions. Chap-
ter 6 devises a supervisedmethod for aligning coreferential expressions trained on the
data also described in this chapter. In Chapter 7, we propose our coreference resolver,
which can be used in the monolingual as well as the bilingually informed setting, and
test its quality in experiments. Chapter 8 contains our experiments with coreference
projection. Finally, we summarize our main findings in Chapter 9.

4



7

Adding Cross-lingual Features to Coreference
Resolution

In this chapter, we introduce the first out of the two cross-lingual approaches to coref-
erence resolution presented in themonograph – bilingually informedCR. Before delv-
ing into the cross-lingual experiments, we need to describe our coreference system
Treex CR in general and conduct experiments in a monolingual setting. The results
of these experiments can then be compared with the cross-lingual approach.

Although there aremultiple third-party coreference resolvers for English available
(e.g. Stanford systems (Lee et al., 2011; Clark and Manning, 2015, 2016), the Berkley
system (Durrett and Klein, 2014) and BART (Versley et al., 2008)), none of them has a
support for Czech. Furthermore, they address neither zeros, nor relative pronouns.
Both expression types play a key role in Czech-English coreferential correspondences,
as can be seen in Chapter 5. Moreover, none of them is ready to be directly utilized
for bilingually informed CR.

We therefore developed our own coreference resolver – Treex CR. Treex CR is a
successor of the CzEng CR (see Section 4.3.1), which has been used to automatically
annotate coreference in CzEng 1.0 (Bojar et al., 2011). Unlike CzEng CR, the resolver
presented here is entirely based on machine learning, which makes the resolver eas-
ily adjustable to a cross-lingual scenario. The component that is responsible for bilin-
gually informed CR is able to reach information from the other language through
the alignment (established in Chapter 6) and convey this information in the form of
features to the resolver.

The results of the analysis on the parallel data (see Chapter 5) suggest that the
aligned language may introduce some new information and thus improve the resolu-
tion. One of the indicators is that the space of counterparts of some potentially coref-
erential mentions is considerably heterogeneous. Some of the types in the aligned
language then may be easier to resolve than their target-language counterparts. For
example, the Czech reflexive possessive pronoun, usually coreferential with the sen-
tence’s subject, may help in finding the correct antecedent of the English possessive
pronoun. Even if the types of themention and its counterparts agree, other grammati-
cal aspects of the language (see Section 2.4) may give some beneficial information. For
instance, we believe that Czech genders, which are more evenly distributed over the
nouns than the English genders, may help filter out English antecedent candidates
that are improbable due to gender disagreement in the Czech side. In the opposite

87



7 ADDING CROSS-LINGUAL FEATURES TO COREFERENCE RESOLUTION

direction, the English personal pronoun as a counterpart may facilitate resolution of
the underspecified Czech zero subject.

The chapter is structured as follows. Treex CR along with its cross-lingual com-
ponent is thoroughly described in Section 7.1. In Section 7.2, we carry out the experi-
ments with Treex CR in the monolingual settings and compare its performance with
the other systems for Czech and English introduced in Section 4.3. The cross-lingual
experiments are all conducted in Section 7.3 and, finally, we conduct a detailed quan-
titative and qualitative analysis of the two approaches in Section 7.4.

7.1 Treex Coreference Resolver

Treex coreference resolver (Novák, 2017, Treex CR) is a coreference resolution system,
whose main distinctive feature is that it operates on the tectogrammatical layer. As
the tectogrammatics is inherently capable of representing some types of structural
ellipsis (see Section 2.3), Treex CR may easily address zero anaphora. This is crucial
for monolingual CR in pro-drop languages such as Czech. However, zero anaphora
may be present in more latent form also in other languages, for example in English
non-finite clauses.

The system is based on machine learning, thus making all the components fully
trainable if appropriate training data is available. Although the system has been so
far build for Czech, English, Russian, and German, in this work we concentrate only
on Czech and English.

Treex CR takes inspiration in its architecture from a supervised resolver for Czech
personal pronouns and zero subjects by Nguy et al. (2009). It also implements some
of the features they proposed. Some of the features are also inspired by rule-based
approaches to CR introduced by Kučová and Žabokrtský (2005) and Nguy (2006),
and later reimplemented in order to be used in translation with TectoMT (Žabokrtský
et al., 2008). A combination of these approaches has been applied to the original auto-
matic annotation of coreference in the CzEng 1.0 corpus (Bojar et al., 2012), presented
in Section 4.3.1. Treex CR cherry-picks the best of all these approaches, introduces
some new features, enhances theML-method and extends the resolver also to another
anaphor types. All of it, as its name suggests, has been implemented as an integral
part of the Treex NLP framework (Popel and Žabokrtský, 2010).

The trainingworkflowof Treex CR in itsmonolingual setting is schematized in Fig-
ure 7.1. In the remaining parts of this section, wewill describe the individual stages of
the workflow, while referring to them in the schema. Each input text must be first pre-
processed to form the system trees by the pipeline already introduced in Section 4.2
and denoted by no. 1 in the schema. In Section 7.1.1, we focus on the reasons why
this pre-processing stage is essential. In the training stage, also the coreference anno-
tation from gold trees is projected to the system trees and later transformed to gold
labels in training examples (see no. 2 in the schema). As it is common for traditional
ML, a set of descriptive features which the system uses to drive its decisions must
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7.1 TREEX COREFERENCE RESOLVER

Figure 7.1: The architecture and the workflow of Treex CR in its monolingual setting. Note that
the example tree is annotated automatically.

be extracted from the underlying pre-processed text (see no. 3 in the schema). We
discuss the features for monolingual resolution in Section 7.1.3. In Section 7.1.2, we
present the overall architecture of the system and itsmodels and the learningmethod,
which takes advantage of extracted features and the gold coreference (see no. 4 in the
schema).

The bilingually informed setting of the system differs from the monolingual in
the set of features it extracts. We elaborate more on this cross-lingual extension in
Section 7.1.4.
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7 ADDING CROSS-LINGUAL FEATURES TO COREFERENCE RESOLUTION

7.1.1 Tectogrammatical Analysis

Treex CR is a unified solution for finding coreferential relations on the t-layer. It re-
quires the input texts to be automatically analyzed up to this level of linguistic anno-
tation. There are several reasons for this requirement.

Coreference is a phenomenon that is usually manifested onmultiple linguistic lay-
ers. For example, anaphoric pronouns tend to agree with their antecedent inmorpho-
logical gender and number,1 reflexive pronouns point to the subject of the clause, or
coreferential nominal groups should be semantically compatible. Rich annotation can
then be exploited by a rich feature set, which significantly affects performance.

Furthermore, morphological information play an important role in the system de-
sign. They drive the selection of anaphor candidates and their partitioning by the
anaphor type for multiple specialized models. They can also limit the number of an-
tecedent candidates. These limits are further tightened by the t-layer and its property
that it represents only content words. Last but not least, the possibility of the t-layer
to represent expressions missing on the surface enables addressing zero anaphora.

The pre-processing pipeline that Treex CR builds on is the one that we introduced
in Section 4.2 (and schematized in Figure 7.1, no. 1). Note that the pipeline is the
same for the texts to be resolved at test time as well as for those exploited to train CR
models. The pre-processing steps applied to the train and test data must be identical
to guarantee the performance of the Treex CR system.

7.1.2 System Design

Treex CR models coreference in a way that can be easily optimized by supervised
learning. Specifically, we use logistic regression with stochastic gradient descent op-
timization implemented in the Vowpal Wabbit toolkit.2 In the training stage, the gold
labels are extracted from the coreferential links in the gold trees via the monolingual
alignment (see Figure 7.1, no. 2). The design of the model employs multiple concepts
that have proven to be useful and simple at the same time (see Section 3.1 to refer to
the related work).

Mention-ranking model. Given an anaphor and a set of antecedent candidates,men-
tion-ranking models (Denis and Baldridge, 2007b) are trained to score all the candi-
dates at once (Figure 7.1, no. 5). Competition between the candidates is captured in
the model. Every antecedent candidate describes solely the actual mention. It does
not represent a possible cluster of coreferential mentions built up to the moment.

Antecedent candidates for an anaphor are selected from the context window of
a predefined size (Figure 7.1, no. 6). This is done only for the nodes satisfying sim-

1 Note that the morphological persons may disagree if one of the mentions appears in a direct speech.
2 https://github.com/JohnLangford/vowpal_wabbit
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ple morphological criteria (e.g. nouns and pronouns). Both the window size and the
filtering criteria can be tuned as hyperparameters.

Joint anaphoricity detection and antecedent selection. What we denote as an ana-
phor in the model is, in fact, an anaphor candidate. There is no pre-processing that
would filter out non-referential anaphor candidates. Instead, both decisions, i.e. (1) to
determine if the anaphor candidate is referential, and (2) to find the antecedent of the
anaphor, are performed in a single step. This is ensured by adding a fake “antecedent”
candidate representing solely the anaphor candidate itself (see Figure 7.1, no. 7). By
selecting this candidate, the model labels the anaphor candidate as non-referential.

A cascade of specialized models. The distinction between grammatical and textual
coreference made in the Prague tectogrammatics is motivated by the difference be-
tween linguisticmeans that get coreference relations realized (see Section 2.3). Where-
as the grammar of the language plays an exclusive role in the former case, it is both the
grammar and context in the latter case of coreference. The properties of coreferential
relations are even more diverse, though. For instance, while the antecedent of a rela-
tive pronoun tends to lie a few words before the pronoun, a reflexive pronoun almost
always refers to the subject of the clause it belongs to. By representing coreference
of such expressions separately in multiple specialized models, such differences are
expected to be highlighted by the weights associated with individual features more
clearly than if a single joint model was used (as shown in Denis and Baldridge, 2008).
Moreover, adjusting the abovementioned hyperparameters individually for each ana-
phor type allows for filtering out unlikely antecedent candidates. On the other hand,
excessive granularity of the models would lead to the lack of generalization. We thus
train specialized models that attempt to underline the specific properties of the indi-
vidual mention types (as introduced in Section 2.4) and at the same time group the
types with similar properties.

The processing of these anaphor types may be sorted in a cascade so that the out-
put of one model is taken into account in the following models (Figure 7.1, no. 8).
Nevertheless, in the present experiments the models are built independently of each
other and can thus be run in any ordering.

7.1.3 Feature Sets

Thepre-processing stage (see Section 7.1.1) enriches raw textwith a substantial amount
of linguistic information. Feature extraction stage then uses this material to yield fea-
tures consumable by the learning method (see Figure 7.1, no. 3).3

3 In addition, VowpalWabbit supports additional feature combination. The featuresmust be first manually
grouped into namespaces and Vowpal Wabbit then produces new features as a Cartesian product of
selected namespaces. This massively extends the space of features. Such behavior can be controlled by
Vowpal Wabbit’s hyperparameters.
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Most of the feature extraction mechanism is language-independent. The major-
ity of feature templates is thus shared among the languages supported by Treex CR.
Nevertheless, a language-dependent component of the feature extractor have to be
plugged in if a feature is based on: (1) linguistic annotation with a form that depends
on a language (e.g. Czech vs. English part-of-speech tags ), or (2) linguistic annotation
or a resource that has not been made available for some languages (e.g. anaphoricity
estimate of an English pronoun it).

Features used in Treex CR can be categorized by their form. The categories dif-
fer in the number of input arguments they require. Unary features describe only a
single node, either an anaphor or an antecedent candidate. Such features start with
prefixes anaph and cand, respectively. Binary features require both the anaphor and
the antecedent candidate for their construction. Specifically, they can be formed by
agreement or concatenation of respective unary features, but they can generally de-
scribe any relation between the two arguments. Finally, ranking features need all the
antecedent candidates alongwith the anaphor candidate to be yielded. Their purpose
is to rank antecedent candidates with respect to a particular relation to an anaphor
candidate.

Our features also differ by their content. They can be divided into three categories:
(1) location and distance features, (2) (deep) morpho-syntactic features, and (3) lexical
features. The core of the feature set was formed by adapting features introduced in
(Nguy et al., 2009).

Location and distance features. Positions of anaphor and an antecedent in a sentence
were inspired by (Charniak and Elsner, 2009). Position of the antecedent is measured
backward from the anaphor if they lie in the same sentence, otherwise it is measured
forward from the start of the sentence. As for distance features, we use various granu-
larity to measure distance between an anaphor and an antecedent candidate: number
of sentences, clauses, andwords. In addition, an ordinal number of the current candi-
date antecedent among the others is included. All location and distance features are
bucketed into predefined bins.

(Deep) morpho-syntactic features utilize the annotation provided by part-of-speech
taggers, parsers, and tectogrammatical annotation. Their unary variants capture the
mention head’s part-of-speech tag, morphological features,4 e.g. gender, number, per-
son or case. As the gender and number are considered important for resolution of pro-
nouns, we do not rely on their disambiguation andworkwith all possible hypotheses.
We do the same for some Czech words that are in nominative case but disambigua-
tion labeled them with the accusative case. Such case is a typical source of errors in
generating a zero subject as it fills the missing nominative slot of the governing verb’s

4 Also in the form of tectogrammatical grammatemes, which may condense information from related aux-
iliary words.
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valency frame. To discover potentially spurious zero subjects, we also inspect if the
verb has multiple arguments in accusative and if the argument in nominative is re-
fused by the valency, as it is in the phrase “Zdá se mi, že… /It seems to me that…/”.
Furthermore, the unary features contain (deep) syntax features including its depen-
dency relation, semantic role, and formeme. We exploit the structure of the syntactic
tree as well, extracting some features from the mention head’s parent.

Many of these features are combined to binary variants by agreement and con-
catenation. Heuristics used for some anaphor types in the rule-based predecessors of
Treex CR (Kučová and Žabokrtský, 2005; Nguy, 2006) gave birth to another pack of
binary features. For instance, the feature indicating if a candidate is the subject of the
anaphor’s clause should target coreference of reflexive pronouns. Similarly, signal-
ing whether a candidate governs the anaphor’s clause should help with resolution of
relative pronouns.

Lexical features. Lemmas of the mentions’ heads and their parents are directly used
as features. Such featuresmayhave an effect only if built from frequentwords, though.
By using themwith an external lexical resource, this data sparsity problem can be re-
duced. Firstly, we used a long list of noun-verb collocations collected by (Nguy et al.,
2009) on Czech National Corpus (CNC, 2005). Having this statistics, we can estimate
how probable is that the anaphor’s governing verb collocates with an antecedent can-
didate.

Another approach to fight data sparsity is to employ an ontology. Apart from
an actual word, we can include all its hypernymous concepts from the hierarchy as
features. We exploit WordNet (Fellbaum, 1998) and EuroWordNet (Vossen, 1998) for
English and Czech, respectively.

To target proper nouns, we also extract features from tags assigned by named en-
tity recognizers run during the pre-processing stage.

7.1.4 Cross-lingual Extension

Bilingually informed coreference resolution is an approach derived frommonolingual
CR. Both approaches address coreference in one target language at a time. However,
bilingually informed CR exploits information not only from the target language but
also from an additional auxiliary language. Particularly, the underlying data must
contain texts in one language as well as its translations to the other one. In other
words, bilingually informed CR requires parallel data. This requirement holds both
for the training as well as the test data. The auxiliary-language side of the parallel
data can be then exploited by various means, e.g. by an extended feature set or an
advanced learning method. In our case, the cross-lingual information is exploited by
the features accessing it through the alignment (as illustrated in Figure 7.2).

Our parallel data consists of English-Czech human translations, as introduced in
Section 4.1. These are analyzed up to the tectogrammatical layer and aligned on a
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Figure 7.2: The workflow of Treex CR in its bilingually informed setting.

word level, with a special emphasis on alignment of coreferential expressions treated
by a supervised method (see Section 6.2). Such data is then exploited by a feature
set which in addition to the monolingual features describing the coreferential candi-
dates in the target language contains also cross-lingual features focusing on the coun-
terparts of the candidates from the aligned language (the auxiliary language). The
system design that we implement for bilingually informed CR is exactly the same as
the one we use in the monolingual approach. The only difference in our approaches
to monolingual and cross-lingual CR therefore lies in the utilized feature set.

Cross-lingual Features. Our cross-lingual features describe the nodes aligned to the
coreferential candidates in the target language. As elaborated in Section 7.1.3, mono-
lingual features are always related to two nodes that may be in the end declared as
coreferential – an anaphor candidate and an antecedent candidate. To construct the
cross-lingual features, we follow the alignment links connected to these two nodes.
For each of the two nodes, we take at most one of its aligned counterparts. In this way,
we obtain at most two nodes aligned to the pair of potentially coreferential nodes.
Having these two nodes from the aligned-language side of the parallel data, we can
extract cross-lingual features consisting of unary and binary features as introduced in
Section 7.1.3. Only unary features can be extracted in case a single node was found.
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Window size Following
nodes

Filtered nodes Vowpal Wabbit

Relative pron. current sent. × semantic nouns (see Sec-
tion 2.4) and verbs

cost-sensitive one-against-all
model with label-dependent
features, logistic loss, L1
regularization: 5× 10−8, passes
over data: 5, quadratic
combination of anaphor and
antecedent features

Reflexive pron. current sent. ✓ semantic nounsRefl. poss. pron.
Zeros in non-fin. cl. current sent. ✓ semantic nouns and zeros
Personal pron. current and

previous sent. × semantic nouns in the 3rd
or undefined personPossessive pron.

Zero subjects

Table 7.1: Hyperparameters of Treex CR models.

Finally, if no aligned counterpart is found, we add no cross-lingual features for the
given pair of coreferential candidates.

We extract two sets of cross-lingual features:
• aligned_all: it consists of all the features contained in a monolingual set for a

given aligned language;
• aligned_coref : it consists of a single binary indicator feature, assigning the true

value only if the two aligned nodes belong to the same coreferential entity. The
coreference annotation in aligned language is expected to be a result of a auto-
matic monolingual CR system for this language. We employ Treex CR and its
monolingual models for English and Czech, but any CR system, even a rule-
based one, could be used.

All cross-lingual features are prefixed with align_ in order to avoid name collision
with monolingual features.

We do not manually construct features combining both language sides. Never-
theless, such features are formed automatically by the machine-learning tool Vowpal
Wabbit.

7.2 Monolingual Resolution

For each of the languages, we trained one monolingual system that consists of four
models specialized at anaphor types belonging to the core of our research: (1) rela-
tive pronouns, (2) reflexive pronouns (and reflexive possessive pronouns in Czech),
(3) zeros in non-finite clauses, and (4) personal and possessive pronouns (and zero
subjects in Czech). There are three hyperparameters that are set individually for each
of the models: (a) the size of the window from which antecedent candidates are se-
lected, (b) an indicator if thewindow covers also the nodes following the anaphor, and
(c) the morpho-syntactic filter that restricts these candidates. Other hyperparameters
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Czech English
PDT PCEDT PCEDT CoNLL

Stanford
deterministic — — 63.98

23.33 34.19 60.07
61.21 60.64

statistical — — 77.09
25.43 38.24 72.58

69.69 71.10
neural — — 78.87

27.39 40.66 74.47
66.91 70.49

CzEng CR 65.65
48.13 55.54 64.38

44.87 52.88 72.19
44.73 55.24 66.52

60.73 63.50
Treex CR 69.71

62.82 66.08 68.67
61.55 64.92 71.13

62.62 66.61 67.29
63.98 65.60

Table 7.2: Overall performance of all tested CR systems on the evaluation sets of the English
and Czech datasets.

including those designated for the Vowpal Wabbit learning tool are identical across
all the models. The hyperparameters’ values were selected as a result of manual in-
spection and testing on the development test sets, mainly on the Czech ones. Exactly
the same values are then used for English.5 All of the hyperparameters are listed in
Table 7.1.

Performance of Treex CR is compared with its predecessor CzEng CR (see Sec-
tion 4.3.1) on both languages. In addition, we contrast them with the three Stanford
systems for English presented in Section 4.3.2.

We carried out training and development testing of Treex CR on the correspond-
ing sections of PDT for Czech, and PCEDT for English (as specified in Section 4.1).
The testing of all the systems was conducted on two datasets for each of the lan-
guages: PDT and PCEDT evaluation test set for Czech, and PCEDT test set and the
CoNLL 2012 test set for English.

All systems are evaluated using the Prague anaphora score on individual anaphor
types. We also report total numbers aggregated over multiple anaphor types. How-
ever, the extent of included types varies for different tables that we are showing in the
following sections.

7.2.1 Overall Evaluation Results

Table 7.2 shows overall scores for both Czech and English. The overall scores are
aggregated over the mention types targeted by Treex CR for the particular language,

5 A better performance might be achieved if all the hyperparameters are tuned specifically for each of the
models. Nevertheless, we did not seek for the truly optimal solution, since the main scope of this work is
rather cross-lingual techniques.
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if coreference for these types is annotated in the test set. It means that on Czech data
the scores capture all targeted types; Czech types of reflexive possessive pronouns
and zero subjects are excluded for English PCEDT, and, finally, the types of relative
pronouns and other zeros are excluded for the CoNLL test set.

Treex CR outperforms its predecessor by a large margin on both Czech evaluation
datasets – by 11–12 points. Although we observe a increase of precision, the improve-
ment can mostly be attributed to the increase in recall by more than 14 percentage
points.

On English PCEDT, we observe about the same sharp difference of 11 F-score
points. Nevertheless, this time all the credit is taken by the improvement in recall, as
the precision even slightly dropped. The difference on CoNLL data is only 2 points
in favor of Treex CR, which suggests that most of the improvement of the model is
achieved on the mention types not covered by CoNLL.

As for the Stanford systems, the deterministic method is outperformed by both the
statistical and the neural method. However, the latter two methods seem to be more
equal on pronouns than expected. The neural system is better on the PCEDT test set,
but worse on the CoNLL set.

Contrasting Treex CR and the Stanford systems on PCEDT data via the overall
score would be unfair, as the Stanford systems do not address zeros and relative pro-
nouns. It should be fair on the CoNLL test set, though. Here, the results suggest that
our English monolingual Treex CR system performs halfway between the determin-
istic and the other two Stanford systems. Recalling that Stanford systems implement
more advanced approaches and that the Treex CR hyperparameters could be opti-
mized better, Treex CR achieves a decent resolution quality.

7.2.2 Fine-grained Evaluation Results on Czech

Table 7.3 focuses on performance of the Czech systems on individual anaphor types.
Treex CR is able to gain across all the types. Apart from the category of Czech zeros
in non-finite clauses, which has not been targeted by CzEng CR, the highest improve-
ment can be seen for relative pronouns and zero subjects. Whereas the CzEng CR
rule-based block for relative pronouns sought for an antecedent only using a syntac-
tic pattern, Treex CR can effectively benefit from the combination of syntactic patterns
and gender/number agreement. It also succeeds in identifying non-anaphoric exam-
ples, for instance interrogative pronouns, which use many same forms. Zero subjects
benefit from a much better recall at the expense of lower precision. This is probably
caused by a new strategy of addressing spurious zeros, which are now often coref-
erential with the expression playing the same role in the sentence. This strengthens
for example the features on gender/number agreement and thus makes the resolver
less conservative. On the contrary, the performance dropped on reflexive possessives
in PCEDT. This might be a consequence of their joint modeling with basic reflexive
pronouns.
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Mention type PDT PCEDT
CzEng CR Treex CR CzEng CR Treex CR

Personal pron. 61.27
62.91 62.08 64.02

62.35 63.18 60.45
60.09 60.27 65.62

64.66 65.14
Possessive pron. 58.98

58.79 58.89 65.57
64.09 64.82 59.69

60.31 60.00 64.16
63.32 63.74

Refl. poss. pron. 84.15
80.00 82.02 83.20

82.27 82.73 84.85
80.62 82.68 78.68

78.06 78.37
Reflexive pron. 61.71

60.00 60.84 65.67
57.53 61.33 36.36

54.78 43.71 46.58
56.03 50.87

Zero subject 64.68
42.90 51.58 59.90

60.63 60.26 67.91
36.55 47.52 63.33

53.30 57.88
Zero in nonfin. cl. 0.00

6.20 0.00 68.48
30.68 42.38 0.00

8.29 0.00 70.82
40.06 51.18

Relative pron. 64.79
51.18 57.18 84.12

76.88 80.34 57.71
50.73 54.00 75.32

72.64 73.96
Total 65.65

48.13 55.54 69.71
62.82 66.08 64.38

44.87 52.88 68.67
61.55 64.92

Table 7.3: Performance of Czech systems measured on fine-grained categories in PDT and
PCEDT.

7.2.3 Fine-grained Evaluation Results on English

Tables 7.4 and 7.5 show the fine-grained evaluation results on the English part of
PCEDT and CoNLL test set, respectively. This time, the tables show all types that
are annotated for coreference in each of the dataset. The total numbers aggregate
over all these types, and thus do not equal the overall scores presented in Table 7.2.

It is immediately obvious that the Stanford resolvers target different coreferential
expressions than the two resolver based on tectogrammatics. The only types targeted
by both are personal, possessive and reflexive pronouns. Other mention types are
covered either by only one of these resolvers’ groups, or none of them. For instance, it
is surprising that demonstrative pronouns are barely treated with the Stanford tools.
We suspect many of such pronouns do not in fact refer to an entity but to an event,
which is beyond the scope of Stanford systems.

On both the datasets, Treex CR outperforms its predecessor CzEng CR on all the
types these resolvers focus on. Nevertheless, the fine-grained evaluation reveals that
the big gap between the overall scores on PCEDT should be mostly attributed to the
mention types that are not represented as coreferential in the CoNLL dataset: relative
pronouns and zeros. A dramatic improvement of 28 points observed on PCEDT’s ze-
ros is mainly caused by a leap in recall. This is the consequence of the pre-processing
pipelines for the two resolvers which differ in the extent to which they reconstruct
zeros (see Section 4.3.1). Table 4.5 in Section 4.2.1 shows that the current pipeline is
able to restore more than 90% of the English zeros with a high precision. In contrast,
the recall of the zero reconstruction heuristics in the CzEng pipeline is only 34%. The
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Mention type Stanford CzEng CR Treex CRdeter. stat. neur.
Personal pron. 63.03

61.66 62.34 74.67
66.60 70.40 78.25

71.21 74.57 75.40
65.17 69.91 75.25

68.77 71.86
Possessive pron. 66.77

64.13 65.42 81.37
71.24 75.97 80.08

77.44 78.74 79.67
77.85 78.75 79.29

78.76 79.03
Reflexive pron. 56.25

54.00 55.10 69.77
60.00 64.52 75.00

66.00 70.21 71.43
60.00 65.22 74.51

74.00 74.25
Demonstr. pron. 7.61

4.52 5.67 10.64
3.23 4.95 37.50

1.94 3.68 0.00
0.65 0.00 0.00

0.65 0.00
Zero in nonfin. cl. 0.00

0.00 0.00 0.00
0.00 0.00 0.00

0.00 0.00 60.88
18.56 28.44 64.11

51.20 56.93
Relative pron. 27.78

0.59 1.15 0.00
0.00 0.00 0.00

0.00 0.00 72.10
69.24 70.64 78.26

73.57 75.84
1st/2nd pers. pron. 56.62

59.90 58.21 68.18
66.41 67.28 73.20

58.07 64.77 0.00
0.00 0.00 0.00

1.29 0.00
Named entities 76.28

80.68 78.41 76.70
61.35 68.17 76.69

73.17 74.89 0.00
0.00 0.00 0.00

0.74 0.00
Nominal group 39.77

51.58 44.91 59.61
46.98 52.55 63.63

50.66 56.41 0.00
0.08 0.00 72.90

0.68 1.35
Other 3.66

1.53 2.16 10.20
0.92 1.69 6.58

0.61 1.12 0.00
0.00 0.00 0.00

2.76 0.00
Total 53.58

37.11 43.85 68.58
35.49 46.78 71.49

38.20 49.79 72.18
20.44 31.85 70.90

29.42 41.59

Table 7.4: Performance of the English systems measured on fine-grained categories in PCEDT.

Mention type Stanford CzEng CR Treex CRdeter. stat. neur.
Personal pron. 58.03

59.99 59.00 71.09
68.66 69.85 73.31

64.20 68.45 66.21
58.02 61.84 67.31

61.89 64.49
Possessive pron. 65.08

63.49 64.28 75.94
71.59 73.70 76.79

73.36 75.03 67.05
68.80 67.92 66.48

69.90 68.15
Reflexive pron. 70.90

72.52 71.70 81.89
79.39 80.62 81.25

79.39 80.31 69.09
58.02 63.07 73.91

64.89 69.11
Demonstr. pron. 7.51

10.28 8.68 11.01
5.61 7.43 21.05

3.74 6.35 0.00
0.00 0.00 0.00

0.00 0.00
1st/2nd pers. pron. 61.11

54.07 57.38 62.42
69.38 65.72 70.58

58.26 63.83 0.00
0.00 0.00 0.00

0.41 0.00
Named entities 60.25

59.25 59.75 69.54
60.47 64.69 68.65

57.88 62.80 0.00
0.00 0.00 0.00

0.00 0.00
Nominal group 27.82

39.78 32.74 49.32
37.34 42.50 59.23

38.35 46.55 0.00
0.00 0.00 89.34

0.92 1.81
Other 0.34

0.00 0.00 10.00
0.00 0.00 0.00

0.00 0.00 0.00
0.00 0.00 0.00

0.00 0.00
Total 46.95

53.01 49.80 63.48
58.40 60.83 68.65

54.91 61.02 66.52
18.90 29.44 67.25

19.90 30.71

Table 7.5: Performance of English systems measured on fine-grained categories in CoNLL.
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low recall of reconstruction then directly propagates to the low recall of coreference
resolution.

Luckily, Treex CR managed to surpass Stanford systems (the neural one) on pos-
sessive and reflexive pronouns and the second best system (the statistical one) on
personal pronouns in the PCEDT dataset. However, a completely different picture is
painted on the CoNLL dataset. Treex CR is able to outperform only the deterministic
Stanford system there, and not even that in the case of reflexive pronouns. Since
both the datasets come from a similar domain, even containing some overlapping
documents (see Section 4.1.4), it would be interesting to find the reasons for this dis-
crepancy.

To the best of our knowledge, no analysis of how Stanford systems perform for in-
dividual anaphor types has been published so far. The deterministic approach seems
to be outperformed on all mention types. The only exceptions are demonstrative pro-
nouns, where the system achieve very low score anyway, and, quite surprisingly,
named entities on the PCEDT dataset. The statistical method outperforms the other
approaches in the category of pronouns in 1st and 2nd person consistently in both
dataset. The neural system clearly dominates only on possessive pronouns and nom-
inal groups in both datasets. Nevertheless, for the rest of the mention types discrep-
ancies across the datasets similar to those mentioned above can be observed among
the Stanford systems, too. Consequently, it makes it difficult to arrive at any clear
conclusion on the performance of Stanford system on individual mention types.

7.2.4 Learning Curves

Figure C.1 in Appendix C depicts the learning curves of the monolingual system for
both Czech and English. The training data were randomly sampled from the full-size
training set and evaluated on the evaluation test set. This was repeated three times
and the scores were averaged.

A positive observation is that although slowly, especially the English curves are
still growing, which is a promise of improving even more with more data. The order-
ing of anaphor types by performance of the system on them mostly does not change
with growing size of the data. The only exception are reflexive pronouns in both lan-
guages. Especially for English, their curve is wilder than the others, exhibiting a big
performance jump around 15,000 sentences. Recall from Section 2.4.1 that English
reflexive pronouns occur in two distinct uses: basic and emphatic. Both of them are
annotated for coreference in PCEDT, but their antecedents usually appear at different
positions. We believe that the jump identifies the place where the model succeeded
in learning to distinguish between them.
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7.3 Bilingually Informed Resolution

In the following experiments, we train CR models using the cross-lingual features as
presented in Section 7.1.4 in addition to the monolingual feature set. All the other
settings remain the same as for the monolingual experiments (see Section 7.2). In
other words, we build four specialized models with the hyperparameters defined as
shown in Table 7.1.

The combination of employed datasets has slightly changed in comparison to the
monolingual experiments. Cross-lingual experiments require a parallel corpus. All
these experiments are therefore trained and tested on PCEDT, also for Czech.6 Like in
monolingual experiments, we train the models on the training set and evaluate them
on the evaluation test set of PCEDT.

Nevertheless, due to the quantitative and qualitative analysis that we undertake
in Section 7.4, we introduce another evaluation setup. Instead of the train–test split
of the data, we run a 10-fold cross-validation on the full PCEDT data excluding the
evaluation test section. The reason is that wewanted from the collected statistics to be
as reliable as possible and offer enough examples, out of which we picked some to be
presented in the book. At the same time, we wanted to avoid performing the analysis
on the evaluation dataset by which we would inevitably collect too much information
about the dataset.

Moreover, to estimate the upper bound for our approach, we utilized the PAWS
section of PCEDT, which contains manual annotation of alignment between targeted
coreferential expressions. Experiments on PAWS were also conducted using 10-fold
cross-validation.7

7.3.1 Bilingually Informed vs. Monolingual

A central experiment in this chapter compares the bilingually informed approach on
parallel data with the monolingual one. While the monolingual approach uses solely
the target language features, the bilingually informed model combines them with
both feature sets presented in Section 7.1.4 which capture counterparts in the aligned
language. Coreference links in the aligned language have been resolved automatically
by a monolingual CR model.

Tables 7.6 and 7.7 show the performance of both approaches onCzech and English,
respectively, as a target language. They list the scores measured in a standard way on
the evaluation test set of PCEDT, and by 10-fold cross-validation on the full PCEDT
except for the evaluation set.

In overall, cross-lingual models succeed in exploiting additional knowledge from
parallel data and perform better than themonolingual approach by 1.9 and 1.5 F-score
6 Note that the monolingual model for Czech was trained on PDT.
7 As PAWS is many times smaller than PCEDT, we increased the number of Vowpal Wabbit’s passes over
the data more or less proportionally from 5 to 225.
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Mention type PCEDT (Eval) PCEDT (10-fcv)
monoling. with EN monoling. with EN

Personal pron. 66.54
67.24 66.89 70.33

66.81 68.52 64.33
61.81 63.05 67.07

63.58 65.28
Possessive pron. 68.91

67.55 68.22 73.97
73.09 73.53 72.41

71.92 72.16 75.74
74.69 75.21

Refl. poss. pron. 81.28
80.97 81.13 82.87

82.33 82.60 84.99
85.05 85.02 88.49

88.05 88.27
Reflexive pron. 62.24

50.00 55.45 60.00
50.00 54.55 66.86

56.66 61.34 66.96
55.54 60.72

Zero subject 73.25
52.93 61.45 77.60

54.95 64.34 70.55
57.42 63.32 75.72

59.52 66.65
Zero in nonfin. cl. 76.00

41.63 53.79 74.43
41.63 53.39 75.43

41.28 53.36 78.48
42.86 55.44

Relative pron. 80.35
79.34 79.84 81.80

80.29 81.04 81.62
79.92 80.76 83.51

81.67 82.58
Total 75.77

64.02 69.40 78.35
65.40 71.29 75.27

66.36 70.53 78.79
68.29 73.17

Table 7.6: Comparison of the monolingual and the bilingually informed Treex CR on Czech.
Scores were measured on the evaluation set of PCEDT, and on the full PCEDT excluding the

evaluation set by 10-fold cross-validation.

Mention type PCEDT (Eval) PCEDT (10-fcv)
monoling. with CS monoling. with CS

Personal pron. 75.25
68.77 71.86 78.17

69.61 73.64 75.57
71.09 73.26 78.12

72.60 75.26
Possessive pron. 79.29

78.76 79.03 80.34
79.57 79.96 79.43

78.89 79.16 81.45
80.95 81.20

Reflexive pron. 74.51
74.00 74.25 80.00

78.00 78.99 78.71
73.67 76.11 75.48

71.36 73.36
Zero in nonfin. cl. 64.11

51.20 56.93 65.93
51.76 57.99 65.95

57.13 61.22 67.70
58.21 62.59

Relative pron. 78.26
73.57 75.84 81.65

76.61 79.05 84.04
76.62 80.16 85.84

77.57 81.50
Total 71.13

62.62 66.61 73.29
63.61 68.11 72.68

66.42 69.41 74.61
67.70 70.98

Table 7.7: Comparison of the monolingual and the bilingually informed Treex CR on English.
Scores were measured on the evaluation set of PCEDT, and on the full PCEDT excluding the

evaluation set by 10-fold cross-validation.
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Feature sets Czech Englishaligned_all aligned_coref
× × 75.77

64.02 69.40 71.13
62.62 66.61

× ✓ 76.20
63.43 69.23 72.09

60.70 65.90
✓ × 77.57

66.88 71.83 72.06
64.94 68.31

✓ ✓ 78.35
65.40 71.29 73.29

63.61 68.11

Table 7.8: Effect of combining the cross-lingual feature sets. Overall scores were measured on
the evaluation set of PCEDT.

points on Czech and English evaluation set, respectively. Scores achieved on the non-
evaluation dataset are generally higher, also with a higher difference of 2.6 points on
Czech. The results thus suggest that English is slightly more informative for Czech
than vice versa.

The F-score improvement benefits mainly from a rise in precision, but recall also
gets improved.

In both languages and consistently for both datasets, personal and possessive pro-
nouns are the types that exhibit the greatest improvement. In Czech, the top-scoring
mention types include zero subjects, too. Nevertheless, there are somemention types,
for which the differences vary across the datasets. English reflexive pronouns even
exhibit contradicting results.

Learning curves. Figure C.2 in Appendix C compares the learning curves calculated
with the bilingually informed system as well as the monolingual system. We do not
observe any substantial differences in the ordering of anaphor types by the systems’
performance on them.

Let us now compare the overall F-scores of the two systems across different sizes
of the training data. The comparison suggests that the information from the other
language in the parallel corpus is equivalent to increasing the size of the data twice
for English, and about 2.2-times for Czech.

7.3.2 Contribution of Cross-lingual Feature Sets

Another experiment examines the partial contribution of the two sets of cross-lingual
features: aligned_all and aligned_coref. Table 7.8 shows the overall performance of
models based on combinations of the monolingual feature set with these two cross-
lingual sets. Scores were measured on the evaluation set of PCEDT.
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There are twomessages that the results on both languages convey: (1) the aligned_all
feature set seems to be forming the core of the bilingually informed approach, and (2)
the aligned_coref feature set causes the scores to decrease a bit. Concerning the latter
observation, the feature of aligned coreference seems to be positively effecting the pre-
cision (precision scores of the combination of all features is the highest) at the price of
lowering the recall. However, the same experiments run on the development test data
and by 10-fold cross-validation on the non-evaluation data suggest that the combina-
tion of all features is in fact outperforming the other settings. We therefore decided
to use both cross-lingual feature sets in combination with monolingual features in all
other bilingually informed experiments.

7.3.3 Alignment and Aligned Coreference Oracles

Performance of a bilingually informed system depends on quality of the following
cross-lingual factors: (1) alignment, (2) coreference in the aligned language, (3) other
tectogrammatical properties in the aligned language. This experiment demonstrates
howmuch the cross-lingualmethod is possible to gain if quality of the first two factors
reaches the quality of manual annotation, and thus attempts to set the upper bounds
for resolvers in this configuration. Instead of using automatic annotation of align-
ment and coreference, we replace it by its manual alternatives.8 Note that whereas
improved coreference in the other language affects only a single feature, improved
alignment may have an impact on all aligned features.

Manual coreference annotation in both Czech and English is available all over
the PCEDT treebank. Performance of the cross-lingual method exploiting manually
aligned coreference thus can be measured on a standard scale. At the same time,
alignment is manually annotated only within the PAWS section of PCEDT. Hence,
effect of alignment can be precisely measured only on a small scale.

Table 7.9 shows the overall anaphora scores of the systems trained in all four com-
binations of manual and automatic alignment and aligned coreference. For compar-
ison, we also report performance of the monolingual system in the top part of the
table. Although the scores measured on PAWS are generally lower than on PCEDT,9
an overall picture seems to be very similar. Results on PCEDT indicate that there is a
room for improvement of CR in the target language that could be reached by increas-
ing the quality of coreference in the aligned language. Results on PAWS show that
increasing the quality of alignment (even only for coreferential expressions) is even
more promising. A possible reason for this behavior might be that whereas quality
of the aligned coreference affects only a single feature, quality of alignment links may

8 In fact, alignment is replaced only for selected coreferential expressions as specified in Section 6.1. It is one
of the reasonswhy this should not be understood as an ultimate upper bound of alignment improvements
for bilingually informed CR.

9 A difference in score may be an artifact of different data sizes or different distributions of coreferential
expressions there.
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Auto / Manual Czech English
Coref Align PAWS PCEDT PAWS PCEDT
– – 62.80

52.73 57.32 75.77
64.02 69.40 59.46

50.43 54.57 71.13
62.62 66.61

A A 63.63
52.56 57.57 78.35

65.40 71.29 62.45
51.65 56.54 73.29

63.61 68.11
M A 65.01

53.55 58.73 80.73
67.45 73.49 64.10

52.87 57.94 75.04
65.21 69.78

A M 68.02
55.37 61.05 — 64.32

54.15 58.80 —
M M 70.36

57.27 63.14 — 66.45
55.95 60.75 —

Table 7.9: Oracles of the current approach to bilingually informed CR,measured by alternating
the manual/automatic annotation of alignment and aligned coreference.

result in a change of plenty of features. Moreover, higher quality of both the align-
ment and the aligned coreference seems to have a synergic effect, as indicated by the
highest scores in the bottom line of Table 7.9. This performance gain is quite reason-
able. The effect of improved coreference in the aligned language cannot express in its
full power if the alignment between languages is not accurate enough.

7.4 Comparative Analysis of the Monolingual and Bilingually Informed CR

The results of experiments undoubtedly show the superiority of the cross-lingual CR
over the monolingual one. Here, we delve more into the comparison of these two
approaches. We inspect randomly sampled examples in an attempt to disclose what
is behind the higher quality of the cross-lingual approach. In other words, what are
the typical examples when the system takes advantage of the other language and, on
the other hand, if there is a systematic case when the cross-lingual approach hurts.
The analysis is carried out on the output of the systems run by 10-fold cross-validation
on the complete PCEDT without its evaluation test section.

7.4.1 Quantitative Analysis

Let us start with a quantitative analysis of improvements andworseningswith respect
to anaphoricity and type of the anaphor candidate. Tables 7.10 and 7.11 show for
Czech and English, respectively, how often the cross-lingual system (denoted as C) is
better than the monolingual (denoted as M). Each anaphor candidate falls to one of
the four categories based on how C and M decided on the candidate:
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Mention type Anaphoric Non-anaphoric
Both ✓ Both × M > C M < C Both ✓ Both × M > C M < C

Personal pron. 55.99 26.96 5.05 8.34 1.15 2.08 0.13 0.32
Possessive pron. 66.51 20.09 4.47 7.75 0.03 1.05 0.03 0.08
Refl. poss. pron. 82.45 9.59 2.64 4.27 0.11 0.89 0 0.05
Reflexive pron. 36.21 13.54 3.70 2.93 28.75 10.39 1.88 2.60
Zero subject 34.12 13.44 2.79 4.29 34.16 5.22 1.12 4.86
Zero in nonfin. cl. 68.54 12.62 2.94 5.24 3.82 6.08 0.42 0.32
Relative pron. 70.13 13.12 2.59 4.22 8.20 1.40 0.17 0.18
Total 53.76 14.20 3.00 4.73 17.96 3.52 0.61 2.22

Table 7.10: Comparison of resolution by the monolingual and the cross-lingual CR in Czech
(M = Monolingual, C = Cross-lingual). The numbers are ratios (in %) of decision categories to

which an anaphor candidate may fall.

• both decisions were the same and correct (Both ✓),
• both decisions were the same but incorrect (Both ×),
• negative decision change: M’s decision was correct while C’s decision was in-

correct (M > C),
• positive decision change: M’s decision was incorrect while C’s decision was cor-

rect (M < C).
A decision is either assignment of the anaphor candidate to a coreferential entity10
or labeling it as non-anaphoric. The tables also distinguish if the candidate is in fact
anaphoric or non-anaphoric. Numbers in the tables represent proportions (in %) of
these categories aggregated over all instances. Every row thus sums to 100%.

Distinguishing whether a mention that falls to a particular decision category is
anaphoric or non-anaphoric allows us to directly relate this analysis to the Prague
anaphora scores shown in Tables 7.6 and 7.7. Note that while resolution on anaphoric
mentions may have an effect on both the precision and the recall component of the
anaphora score, resolution on non-anaphoric mentions affects only the precision.

Inspecting the overall distribution over decision categories, we observe that while
in Czech 11% of decisions are changed, it accounts for 10% in English. More impor-
tantly, whereas we see over 64% of decisions changed positively in Czech, it corre-
sponds to 55% of decisions in English. This accords with the evaluation scores mea-

10 Some of the anaphors that were assigned to the same entity (columns Both ✓ and Both ×) may have
been in fact paired with different antecedents by each of the CR algorithms. As our anaphora score is
agnostic to such changes, we do not distinguish such cases. In Tables 7.10 and 7.11, they are categorized
as either Both ✓ or Both ×.
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Mention type Anaphoric Non-anaphoric
Both ✓ Both × M > C M < C Both ✓ Both × M > C M < C

Personal pron. 61.57 21.97 3.12 4.02 5.60 2.35 0.49 0.88
Possessive pron. 76.17 15.65 3.14 4.49 0.01 0.51 0.01 0.01
Reflexive pron. 69.78 15.00 7.17 5.22 0 2.83 0 0
Zero in nonfin. cl. 44.10 16.74 3.82 3.83 16.55 11.08 1.26 2.61
Relative pron. 58.06 10.46 2.12 2.94 23.53 1.82 0.26 0.80
Total 54.46 16.87 3.35 3.84 12.81 6.31 0.77 1.60

Table 7.11: Comparison of resolution by the monolingual and the cross-lingual CR in English
(M = Monolingual, C = Cross-lingual). The numbers are ratios (in %) of decision categories to

which an anaphor candidate may fall.

sured on the examined dataset, where the cross-lingual system was able to outper-
form themonolingual system by 2.6 points in Czech, but only by 1.5 points in English.

Although in both languages around 2.5% of instances correspond to changed deci-
sions on non-anaphoric mentions, the proportion of positive changes is substantially
higher for Czech. Czech also exhibits a higher proportion of unchanged correct deci-
sions than English.

The highest proportion of changed decisions is observed for personal pronouns
(14% instances) and zero subjects in Czech (13%) and for reflexive pronouns in En-
glish (12%). Interestingly, whereas Czech personal pronouns and zero subjects are the
mention types for which the cross-lingual system exhibits the largest improvement,
English reflexive pronouns are the only mention type for which the resolution dete-
riorates with cross-lingual features. The systems’ decisions differ the least for Czech
reflexive possessive (7%) and English relative pronouns (6%). Here, we also observe
a various effect on anaphora score. While the cross-lingual system’s improvement is
one of the smallest on Czech reflexive possessives, the small amount of changed deci-
sions on relative pronouns suffices to achieve one of the biggest improvements among
English coreferential expressions.

Basic reflexive pronouns in both languages are the only mention type, where the
cross-lingual system is defeated more often than it wins, particularly on the anapho-
ric mentions. Although for Czech reflexive pronouns this excess of defeats is almost
compensated by wins on non-anaphoric mentions, it is not sufficient. As a result, the
cross-lingual system shows an anaphora score decrease for this category of mentions
in both the Czech and English language (see Tables 7.6 and 7.7).

Apart from the Czech basic reflexives, Czech zero subjects and English zeros are
the only expressions, for which the cross-lingual system benefits more from the res-
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olution of non-anaphoric mentions than of the anaphoric ones. Thanks to the res-
olution on non-anaphoric mentions, Czech zero subjects appear to lead also in the
proportion of instances improved by the cross-lingual system (10%), compared to the
proportion of the worsened ones (4%). And all these changes are reflected in the
biggest improvement in terms of the anaphora F-score (see Table 7.6).

7.4.2 Qualitative Analysis

In the following, we scrutinize more closely what are the typical cases, where the
cross-lingual system makes a different decision. For this analysis, we utilize the vi-
sual diagnostics provided by the Prague anaphora score as shown in Figure A.1 in
Section 4.4.3.

Let us start with a motivating example. Results in Tables 7.6 and 7.7 show that
improvement of the bilingually informed system on Czech personal and possessive
pronouns and zero subjects is much higher than on their English equivalents. This
observation genuinely surprised us. We had expected the opposite. Our supposition
was based on the fact that Czech grammatical gender is more evenly distributed over
nouns. We assumed Czech gender could help filtering out the English antecedent
candidates whose Czech counterparts do not match the pronoun’s counterpart. Al-
though this still may be true, obviously, there are even stronger factors that operate
in the opposite direction – from English to Czech. And we examine them in the next
paragraph.

Czech personal and possessive pronouns are the mention types that considerably
benefit from the cross-lingual approach. The gender of the corresponding English
pronoun appears to play an absolutely decisive role. Many times, gender of the Czech
pronoun is masculine or feminine while gender of the English pronoun is neuter, as
it is in Example 7.1. Recalling that the nature of gender in Czech and English differ
(see Section 2.4.1), English pronoun’s gender thus serves rather as an animacy feature,
which cannot be reconstructed solely from theCzech pronoun. The correct antecedent
is sometimes selected also with a help from the English pronoun’s number.
(7.1) Oponentim.pl

opponents
soudcem.sg
of judge

Borkam.sg
Bork

zvolili
chose

bojištěn.sg
the battlefield

drželi
held

homn.sg
it

Oponenti soudce Borka zvolili bojiště, drželi ho a udrželi si ho.

Mr. Bork’s opponents chose the battlefield, held it and kept it.

The analysis also shows that English word order, which is more strict, often helps
in determining the correct antecedent. Example 7.2 shows the case, where neither
English gender nor number could affect the resolver’s decision. The correct decision
is rather a result of clear structure, where the objects in coordinated clauses very likely
refer to the same entity.
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(7.2) kdo
who

posbíral
collected

plánym.pl
plans

skupinf.pl
from groups

a
and

sesmolil
cobbled

jemfn.pl
them

do
into

iniciativy
an initiative

Van de Kamp je ten, kdo posbíral plány různých radikálních ekologických skupin a sesmolil je do
jedné neohrabané iniciativy…

Mr. Van de Kamp is the one who collected the plans from the various radical environmental
groups and cobbled them into a single unwieldy initiative…

Some of the possessive pronouns benefit from another syntax-related factor. Ex-
ample 7.3 shows the case where the correct decision was very likely affected by the
fact that the aligned English possessive pronoun (“its Opel line”) is in a short context
preceded by a construction with a possessive adjective (“GM’s interest”). The pos-
sessivity factor also suppresses the unclear gender agreement in Czech (“jeho /its/”
can be of masculine or neuter gender, whereas “společnost /company/” is of feminine
gender and the gender of “GM” may be arbitrary).
(7.3) zájemm.s

interest
společnosti GMfmn.s
GM-company’s

o
in

společnost Jaguarfm.s
Jaguar company

odráží
reflects

touhuf.s
a desire

pomocif.s
to help

zpestřit
diversify

produktym.p
products

této společnostif.s
of this company

na
in

trhum.s
market

s
with

vozym.p
cars

.

.
jehomn.s
its

série
line

Opel
Opel

Zájem společnosti GM o společnost Jaguar odráží touhu pomoci zpestřit produkty této americké
společnosti na rostoucím trhu s luxusními vozy. Jeho série Opel má zavedený image…

GM’s interest in Jaguar reflects a desire to help diversify the U.S. company’s products in the
growing luxury-car segment of the market. Its Opel line has a solid image…

Zero subjects is another Czech mention type for which a large improvement of the
cross-lingual approach is observed. Anaphoric zero subjects benefit from the aspects
similar to those we mentioned for personal pronouns, e.g. gender and number of the
anaphor, more strict syntactic constraints in English. English gender may be even
more important here, as the gender of a zero subject is impossible to be recognized
just from the form of the governing verb in the Czech sentence, if the verb is in present
tense.

While inspecting a sample of changed decisions for English personal and posses-
sive pronouns, we do not witness many examples of clear influence by Czech gender
or number. As for the personal pronouns, influence of gender or number is most of-
ten combined with the pure fact that the English pronoun has an aligned counterpart
in Czech. For many of such pronouns, the option that the pronoun is non-anaphoric
can then be discarded. The strength of this aspect very likely accounts for the fact that
the majority of decision changes with the highest confidence were in fact labeled as
non-anaphoric by the monolingual system (e.g. in Example 7.4). Czech language side
of the data thus helps correctly label these pronouns as anaphoric.
(7.4) Compelled

Nucená
service
službaf.s

is
je

unconstitutional
protiústavní

It
∅f.s

is
Je

also
také

unwise
nerozumná

Compelled service is unconstitutional. It is also unwise and unenforceable.

Nucená služba je protiústavní. Je také nerozumná a nevynutitelná.
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Similarly, most of the improvements among English possessive pronouns do not
result from additional information on gender and number from Czech. The cross-
lingual system rather takes advantage of the cases where a reflexive possessive pro-
noun is a Czech counterpart of the English possessive pronoun (see Example 7.5), or
the cases where the pronoun has no Czech counterpart at all. In all these cases, the
subject of the clause in which the pronoun lies is a preferred antecedent.
(7.5) Digital Equipment Corp.

společnost Digital Equipment Corp.
announced
představila

its
svou

line
řadu

of computers
počítačů

The hottest rivalry in the computer industry intensified sharply yesterday as Digital Equipment
Corp. announced its first line of mainframe computers…

Nejžhavější rivalita v počítačovém průmyslu se včera notně přiostřila, když společnost Digital
Equipment Corp. představila svou první řadu centrálních počítačů…

Back to the Czech zero subjects. Many of these mentions reconstructed during the
automatic analysis are in fact spurious. It is usually a consequence of a parsing error,
when the real subject of a clause is not recognized (e.g. the word “společnosti /com-
panies/” in Example 7.6). This error subsequently propagates to a wrong decision of
the monolingual resolver (the word “zpráva /report/” labeled as an antecedent). Any
spurious zero subject may be correctly resolved in two ways: (1) labeling it as non-
anaphoric, or (2) linking it to the expression that plays the same role in the sentence.
We observe that 85% of the decisions corrected by the cross-lingual system are fixed
in the former way. And a missing English counterpart of the spurious zero plays a
significant role in such decisions.
(7.6) Avšak

But
zpráva
the report

uvádí
said

že
that

společnostisubj
companies

∅subj
–

platí
are paying

více
more

daní
taxes

Avšak zpráva uvádí, že ačkoliv společnosti platí více daní, mnoho jich stále platí méně, než činí
zákonná sazba.

But even though companies are paying more taxes, many are still paying less than the statutory
rate, the report said.

In a similar way, detection of English non-anaphoric zeros in non-finite clauses
can be boosted by Czech features. If the zero is non-anaphoric, its governing clause
usually remains non-finite in Czech or it turns into a nominal group. For instance,
in Example 7.7 the entity which performs the act of “hiring” is not specified in the
context of a given sentence, which is emphasized by the use of the noun “nábor” as a
Czech translation of the participle. The automatically parsed structure of such cases
is the same: since Czech non-subject zeros are rarely reconstructed by Treex linguistic
pre-processing (see Section 4.2.1), there is usually no counterpart for the English zero
to align with.
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(7.7) Fear
Strach

of
z

AIDS
AIDS

hinders
komplikuje

∅actor
–

hiring
nábornoun

Fear of AIDS hinders hiring at few hospitals.

Strach z AIDS komplikuje nábor v několika nemocnicích.

In Section 2.4.2wewarned that the category of relative pronouns specified in terms
of automatically set attributes may contain lots of pronouns that are in fact interroga-
tive or fused. Such instances account for the majority of non-anaphoric English rela-
tive pronouns, correctly discovered by the cross-lingual system but not by the mono-
lingual one.

Finally, we sought for the reasons of worsenings within a category of Czech and
English reflexive pronouns. Theworst changeddecisions inCzech (made by the cross-
lingual method and not by the monolingual one) are on the pronouns that ended up
resolved as non-anaphoric. Most of the time these incorrectly labeled pronouns have
no alignment to English, thus no cross-lingual features related to the anaphor can be
activated. On the other hand, the English cross-lingual resolver adds themost serious
mistakes by selecting awrong antecedent. In these cases, the pronouns aremost often
aligned to their Czech counterparts and these counterparts are actually often correct.
Yet, the choice of the English antecedent seems to be random, regardless whether
the Czech counterpart is labeled as coreferential with its correct antecedent, or the
counterpart is any of the words sám or samotný, which should indicate emphatic use
of the English reflexive pronoun.

7.5 Summary

In this chapter, we explored the possibilities of bilingually informed CR on Czech-
English parallel data.

Firstly, we introduced Treex CR, the coreference resolver that targets the core ex-
pressions in both languages and is able to operate in a cross-lingual setting. It operates
on the tectogrammatical layer, which allows it to address zeros and extract a rich fea-
ture set. In addition, it utilizes a sequence of mention-ranking models specialized at
particular anaphor types. Its cross-lingual component enriches the features set with
the features extracted from the nodes aligned to the anaphor and the antecedent can-
didates.

In its monolingual setting, Treex CR outperforms the old approach used corefer-
ence annotation in CzEng 1.0 by a great margin. The improvement stemsmainly from
replacing heuristics with features weighed by machine learning, and by addressing
some expressions that were not covered previously. Its comparison with the Stanford
system shows a decent performance, which allows Treex CR to be used in further ex-
periments. The fine-grained evaluation revealed inconsistent results on the two En-
glish datasets, though. The same holds for comparison of different approaches within
the Stanford system. Since the domains of the two datasets barely differ, we presume
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7 ADDING CROSS-LINGUAL FEATURES TO COREFERENCE RESOLUTION

that the annotation standards of the training data are a key factor in a resolver’s per-
formance.

With the bilingually informed setting, wemanaged to outperform themonolingual
setting by 1.5 and 1.9 F-score points for English and Czech. The results thus suggest
that English is more informative for Czech than vice versa. Learning curves showed
that extracting information from the translations to the other language are equivalent
to increasing the monolingual data twice. The analysis of individual cross-lingual
features suggest that having the CR system for the aligned language is not necessary.
The best results can be achieved without its output as a feature. We also showed that
the potential of this method would be much higher if the alignment was even better.

As for the individual expression types, the biggest improvement is observed on
personal and possessive pronouns in both languages, and zero subjects in Czech. The
analysis revealed that the factors that mostly contribute to these improvements are
inter alia:

• English pronouns which introduce the animacy information to the resolver of
Czech pronouns

• English personal pronouns that help to identify Czech spurious zero subjects
Conversely, reflexive pronouns exhibit negative or contradictory results on different
datasets.
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Conclusion

In this monograph, we presented two computational approaches to study the proper-
ties of coreference from the cross-lingual perspective: the bilingually informed coref-
erence resolution and coreference projection. Themotivation of ourworkwas twofold.

• We wanted to contribute to contrastive research on languages (currently En-
glish, Czech, Russian and Polish) with respect to how they express coreference.
The aim of our work was to find out if we can adopt the two cross-lingual com-
putational methods in order to quantify the similarities and differences of the
languages.
The results of bilingually informed resolution confirmed that this method can take
advantage of differences between languages. Our experiments disclosed that
English is more informative for Czech than vice versa. For instance, English can
help filter out the antecedent candidates based on their animacy property and
identify spurious zero subjects in Czech.
Coreference projection also highlighted the most important linguistic and annota-
tion-style differences, where projection between Czech and English fails, even
though some of its errors resulted from an overly simplistic nature of our pro-
jection algorithm. Nevertheless, the models trained on projected links showed
that Czech is able to leverage projections from English more than vice versa.
In essence, there are two completely different cross-lingual methods showing
that English is more informative for Czech than vice versa. Even this observation
is interesting enough. However, it will be even more interesting as soon as the
presentedmethods are applied to other language pairswithin the PAWS corpus.
The results can bring usmore information about coreference-related differences
within the family of Slavic languages.

• We also wanted to explore bilingually informed resolution as a means to obtain
automatic coreference annotation on parallel corpora.
Our experiments revealed that the bilingually informed resolution outperforms the
monolingual approach for both combinations of Czech and English. Therefore,
applying them on parallel corpora should result in their better annotation.
Parallel corpora automatically annotated with coreference can then serve as an
additional source of data for semi-supervisedmachine learning techniques, and
in this way push the information collected by a bilingually informed system to
a monolingual coreference resolver. Our experiments can be also viewed as a
proof of concept that the methods exploiting the differences of languages can
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9 CONCLUSION

successfully work also for coreference resolution. Consequently, the differences
can be in the future approached by more sophisticated learning methods.

As a side product of this work, we managed to improve the monolingual resolver
for Czech. In addition, we designed a method based on supervised learning that
targets selected coreferential expressions and produces the alignments of much better
quality than the traditional approaches. Finally, we collected a dataset of manually
annotated correspondences betweenCzech and English coreferential expressions that
can be used for further empirical or computational linguistic studies.
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Summary

The subject of thismonograph is to study properties of coreference using cross-lingual
approaches. The work is motivated by the research on coreference-related linguistic
typology. Another motivation is to explore whether differences in the ways how lan-
guages express coreference can be exploited to build better models for coreference
resolution. We design two cross-lingual methods: the bilingually informed corefer-
ence resolution and the coreference projection. The results of our experiments with
the methods carried out on Czech-English data suggest that with respect to corefer-
ence English is more informative for Czech than vice versa. Furthermore, the bilin-
gually informed resolution applied on parallel texts has managed to outperform the
monolingual resolver on both languages. In the experiments, we employ the mono-
lingual coreference resolver and an improved method for alignment of coreferential
expressions, both of which we also designed within this work.
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