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Abstract

This article presents a comparative analysis of
four different syntactic typological approaches
applied to 20 different languages to determine
the most effective one to be used for the im-
provement of dependency parsing results via
corpora combination. We evaluated these strate-
gies by calculating the correlation between the
language distances and the empirical LAS re-
sults obtained when languages were combined
in pairs. From the results, it was possible to
observe that the best method is based on the
extraction of word order patterns which happen
inside subtrees of the syntactic structure of the
sentences.

1 Introduction

Dependency parsing is a Natural Processing Pro-
cessing (NLP) task that concerns the process of
determining the grammatical structure of a sen-
tence by examining the syntactic relations between
its linguistic units. In other words, it consists of
the identification of heads and dependents as well
as the type of relationship between them (Jurafsky
and Martin, 2009).

From 2015 onward, the usage of deep learning
techniques has been dominant in studies regarding
the dependency parsing task. Although it has pro-
vided a great improvement in overall results even
for under-resourced languages (Otter et al., 2018),
it requires a large amount of annotated data which
can be problematic, particularly in terms of cost
(Guillaume et al., 2016).

To overcome the problem of lack of data, cross-
lingual parsing strategies using typological meth-
ods have been proposed to determine which lan-
guages can be combined for effective improvement
of dependency parsing results (Ponti et al., 2019b).
Most of these studies rely on the usage of infor-
mation provided by typological databases such as
WALS (Dryer and Haspelmath, 2013) sometimes
combined with n-grams analysis extracted from

corpora. On the other hand, the usage of corpus-
based typology for this aim is still incipient.

Moreover, most studies focus on the obtained
improvement, without analyzing the existence of a
proper correlation between the typological features
involved in the process with the overall synergy
regarding the impact on the dependency parsing
results.

Therefore, our aim in this paper is to propose an
examination of several corpus-based typological
methods in terms of correlation between language
distances and dependency parsing scores. The pa-
per is composed as follows: Section 2 presents an
overview of the related work to this topic. In Sec-
tion 3, we describe the campaign design: language
and data-sets selection, corpus-based typological
characterization, dependency parsing experiments,
and correlation measures; Section 4 presents the
obtained results which are discussed in Section 5.
In Section 6 we provide conclusions and possible
future directions for research.

2 Related Work

The WALS database is one of the most used ty-
pological resources in NLP studies (Ponti et al.,
2019a). It contains phylogenetic, phonological,
morphosyntactic, and lexical information for a
large number of languages that can be used for
a large variety of linguistic studies (Dryer and
Haspelmath, 2013). Along with that, the URIEL
Typological Compendium was conceived as a meta-
repository that is composed of numerous databases
(WALS included) and is the base of the lang2vec
tool (Littell et al., 2017). This tool is a powerful
resource that allows languages to be characterized
as vectors composed of typological features associ-
ated with specific values. Users can choose the type
of features (i.e.: genealogical, phonological, syn-
tactic, etc) according to their precise needs. While
proposing an effective way to compare languages
typologically, this tool does not characterize all lan-



guages homogeneously as it depends on the avail-
ability of linguistic descriptions provided by its
sources. Thus, low-resourced languages usually
have less information. For example, it is not possi-
ble to compare all 24 European Union languages
as there are no common features with valid values
for all of them. Furthermore, typological databases
usually fail to illustrate the variations that can oc-
cur within a single language (i.e.: in general, only
the most frequent phenomena are reported in the
literature, and not all attested ones).

In terms of corpus-based typological studies, a
broad survey was provided by Levshina (2022).
The author showed that while several authors
quantitively analyzed specific word-order patterns
(e.g.: subject, verb, and object position (Östling,
2015), and verb and locative phrases (Wälchli,
2009)), other researchers have focused on quantita-
tive analyses regarding language complexity (e.g.:
(Hawkins, 2003) and (Sinnemäki, 2014)). On the
other hand, the concept of Typometrics was intro-
duced by Gerdes et al. (2021). The focus of their
research was to extract rich details from corpora
for testing typological implicational universals and
explored new kinds of universals, named quantita-
tive ones. Thus, different word-order phenomena
were analyzed quantitatively (i.e.: the distribution
of their occurrences in annotated corpora) to iden-
tify the ones present in all or most languages.

Thus, it is possible to notice that most studies
regarding quantitative typology focus either on the
analysis of specific linguistic phenomena or on the
identification of universals. Our approach differs
from theirs as our aim is to compare languages (i.e.:
language vectors) using quantitative information
concerning all syntactic structures extracted from
corpora to obtain a more general syntactic overview
of the elements in our language set and use the
results as strategies to improve dependency parsing
results.

An interesting method concerning the extrac-
tion and comparison of syntactic information from
tree-banks was developed by Blache et al. (2016a).
The MarsaGram tool is a resource that allows syn-
tactic information (together with its statistics) to
be extracted from annotated corpora by inferring
context-free grammars from the syntactic struc-
tures. MarsaGram allows the extraction of linear
patterns (i.e.: if a specific part-of-speech precedes
another one inside the same subtree ruled by a
determined head). The authors conducted a clus-

ter analysis comparing 10 different languages and
showed the potential in terms of typological analy-
sis of this resource. However, the results were only
compared to the genealogical classification of the
selected languages and did not provide any com-
parison to other corpus-based methods. Moreover,
the authors did not use the obtained classification
with the perspective of improvement of dependency
parsing systems via corpora-combination.

One example of effective usage of typological
features (from URIEL database) to improve results
of NLP methods was presented by Üstün et al.
(2020). The authors developed the UDapter tool
that uses a mix of automatically curated and pre-
dicted typological features as direct input to a neu-
ral parser. The results showed that this method
allows the improvement of the dependency parsing
accuracy for low-resourced languages. A similar
study, using a different deep-learning architecture
was conducted by Ammar et al. (2016), however,
in both cases, there is no detailed analysis of which
features were the most relevant.

Furthermore, Lynn et al. (2014) proposed a study
concerning the Irish language using delexicalized
corpora. The authors performed a series of cross-
lingual direct transfer parsing for the Irish language
and the best results were achieved with a model
trained with the Indonesian corpus, a language
from the Austronesian language family. The au-
thors proposed some analysis considering similar-
ities between the treebanks of both languages in
terms of dependency parsing labels, however, a de-
tailed statistical analysis of corpora and a complete
comparison of specific typological features were
not carried out.

While some papers focus on genealogical fea-
tures, others consider syntactic ones. For example,
Alzetta et al. (2020) presented a study whose aim
was to identify cross-lingual quantitative trends in
the distribution of dependency relations in anno-
tated corpora from distinct languages by using an
algorithm (LISCA - LInguiStically– driven Selec-
tion of Correct Arcs) (Dell’Orletta et al., 2013)
which detects patterns of syntactic structures in
tree-banks. However, only four Indo-European
languages were scrutinized but some interesting
insights concerning language peculiarities were ob-
served.

Thus, studies regarding corpus-based typology
and dependency parsing are usually presented with-
out a specific comparison to other existing ap-



proaches or to the classic one concerning typo-
logical databases. That is why in this article the
idea is to analyse possible quantitative typological
methods in terms of correlation with the improve-
ment obtained regarding dependency parsing re-
sults when corpora from different languages are
combined.

3 Campaign Design

In this section, a brief overview of the selected
data-sets is provided, followed by a description
of selected the corpus-based syntactic typological
approaches. Moreover, we detail the dependency
parsing experiments and the correlation measures
that were chosen for the analysis of the results.

3.1 Parallel Corpora

For the ensemble of experiments presented in this
paper, we decided to use the Parallel Universal
Dependencies (PUD) compilation that was created
for the CoNLL 2017 shared task on Multilingual
Parsing from Raw Text to Universal Dependencies
(Zeman et al., 2018).

Levshina (2022) showed the benefit of using
parallel corpora in typological studies, as the bias
regarding size and content is avoided. Especially in
this case, the usage of parallel sentences allows the
focus to be on the syntactic strategies that are used
by each language to express the same meaning.

The PUD collection provides 1,000 parallel sen-
tences from news sources and Wikipedia anno-
tated following Universal Dependencies guidelines
(De Marneffe et al., 2021) in the CoNLL-U format
for twenty languages1: Arabic, Chinese, Czech, En-
glish, Finnish, French, German, Hindi, Icelandic,
Indonesian, Italian, Japanese, Korean, Polish, Por-
tuguese, Russian, Spanish, Swedish, Thai, and
Turkish. The PUD corpora are composed of transla-
tions from English (750 sentences), German (100),
French (50), Spanish (50), and Italian (50). Al-
though avoiding some biases linked to size and
genre, these data-sets may contain some "transla-
tionese" ones, phenomena described by Volansky
et al. (2015). Dependency parsing annotations were
done automatically and, then, verified manually.

The list of PUD languages together with their
ISO 639-3 codes and their genealogical informa-
tion2 is provided in Table 1. Although the total

1Originally it was composed of fewer languages. Polish
and Icelandic were added after the shared task, for example.

2Although the existence of the Altaic family has been

number of languages is limited to 20, the PUD col-
lection provides, at least, some variety in terms of
genealogy (i.e.: most languages belong to the Indo-
European family, but 8 other different linguistic
families are also present in this data-set).

The PUD Collection used in this article corre-
sponds to the one available in the Universal Depen-
dencies3 data-set v.2.7 (November 2020).

3.2 Corpus-based Typological Approaches

Four different quantitative approaches were se-
lected:

• MarsaGram all properties

• MarsaGram linear properties

• Head and dependent relative order

• Verb and object relative order

Each method is fully described in the sub-
sections below. In the results section, these strate-
gies are compared to the typological classification
obtained with lang2vec tool (Littell et al., 2017):
PUD languages are represented as language vectors
composed of 41 syntactic features with valid values
(i.e.: 0.0, 0.33, 0.66, and 1.0). The total number
of syntactic features in this tool is 103, but only 41
are common to all PUD languages.

For each typological method, first, we generated
the language vectors by extracting the syntactic
information from the data-sets. Then, dissimilar-
ity matrices were calculated using Euclidean and
cosine distances (using R scripts). Thus, for each
strategy, two matrices were obtained. The distance
information between the languages is one of the
inputs for the correlation analysis.

3.2.1 MarsaGram all properties
MarsaGram is a tool for exploring treebanks, it ex-
tracts context-free grammars (CFG) from annotated
data-sets that can be used for statistical compari-
son between languages as proposed by Blache et al.
(2016b). We have used the latest release of this soft-
ware downloaded from the ORTOLANG platform
of linguistic tools and resources4.

This software identifies four types of properties
from the corpora:

challenged by some experts as detailed by Norman (2009),
WALS database consider it in its genealogical classification.

3https://universaldependencies.org/
4https://www.ortolang.fr/market/tools/ortolang-000917



Language ISO 639-3 Family Genus
Arabic arb Afro-Asiatic Semitic
Chinese cmn Sino-Tibetan Chinese
Czech ces Indo-European Slavic
English eng Indo-European Germanic
Finnish fin Uralic Finnic
French fra Indo-European Romance
German deu Indo-European Germanic
Hindi hin Indo-European Indic
Icelandic isl Indo-European Germanic
Indonesian ind Austronesian Malayo-Sumbawan
Italian ita Indo-European Romance
Japanese jpn Japanese Japanese
Korean kor Korean Korean
Polish pol Indo-European Slavic
Portuguese por Indo-European Romance
Russian rus Indo-European Slavic
Spanish spa Indo-European Romance
Swedish swe Indo-European Germanic
Thai tha Tai-Kadai Kam-Tai
Turkish tur Altaic Turkic

Table 1: List of languages inside PUD collection, their respective ISO 639-3 three-character code, and their
genealogical information according to WALS.

• Precede or Linear: It describes the relative po-
sition of two elements (A precedes B) inside a
subtree governed by a specific head. Each ele-
ment is described by its part-of-speech (POS)
and dependency relation (deprel) in the syn-
tactic tree. Although being part of the same
subtree, elements A and B are not necessarily
syntactically linked. An example of a sen-
tence with this property is presented in the
Annex section (Figure 1).

• Require: This property describes the cases
where the presence of an element A requires
the existence of an element B inside the sub-
tree. An example of a sentence with this prop-
erty is presented in the Annex section (Figure
2).

• Unicity: an element A has this property if in-
side the subtree it occurs only once (i.e.: no
other element with the same part-of-speech
and dependency label is attested). In the An-
nex section, one example of a sentence with
this property is presented (Figure 3).

• Exclude: In this case, the presence of element
A excludes the occurrence of element B inside
the subtree.

Property Number of Patterns %
Linear 21,242 13.38
Require 6,189 3.90
Unicity 2,144 1.35
Exclude 129,180 81.37

Table 2: Distribution of extracted features using
MarsaGram in terms of properties.

Of the four properties described above, only
the linear one is directly linked to word-order pat-
terns on the surface level of the sentence. In total
158,755 patterns were extracted from the PUD cor-
pora. The distribution in terms of types of property
is presented in table 2.

Each language vector regarding the MarsaGram
all properties strategy is composed of these fea-
tures associated with the value corresponding to its
frequency of occurrence inside the corpus.

3.2.2 MarsaGram linear properties
As previously explained, the patterns with the linear
property extracted with the MarsaGram tool are
the ones that correspond to word-order phenomena
inside subtrees. Thus, it seems pertinent to analyze
them separately from the patterns regarding other
properties, especially because when all phenomena



are considered, the large majority correspond to the
"exclude" property as presented in Table 2.

Thus, by extracting just linear patterns from
PUD corpora, we generated language vectors com-
posed of 21,242 features.

3.2.3 Head and dependent relative order
Besides the typological analysis provided from the
data extracted using the MarsaGram tool, we also
propose a quantitative approach concerning syntax,
more specifically the head directionality parameter
(i.e.: whether the heads precede the dependents
(right-branching) or follow them (left-branching)
in the surface-level of the sentence (Fábregas et al.,
2015).

Hence, the attested head and dependent relative
position patterns (and their frequency) in the dif-
ferent PUD corpora were extracted using a Python
script. All observed features extracted from the
PUD corpora (2,890 in total) have been included
in the language vectors. From this total, 1,374
features (47.5%) correspond to cases where the
dependent precedes the head, and 1,516 (52.5%)
to right-branching patterns. In the cases where a
feature was not observed in a determined language,
the value 0 was attributed to it.

Two examples of head and dependent relative
position patterns are presented below:

• ADV_advmod_precedes_ADJ - head-final or
left-branching - It means that the dependent,
which is an adverb (ADV) precedes the head
which is an adjective (ADJ) and has the syn-
tactic function of an adverbial modifier (adv-
mod). The dependent can be in any position of
the sentence previous to the head, not neces-
sarily right before. An example of a sentence
with this pattern is presented in the Appendix
section (Figure 4).

• NOUN_obl_follows_VERB - head-initial or
right-branching - In this case, the dependent
(NOUN), comes after the head, which is a
verb, and has the function of oblique nominal
(obl). The dependent can be in any position af-
ter the head, not necessarily being right next to
it. An example of a sentence representing this
pattern is presented in the Appendix (Figure
5).

This specific analysis of the head and depen-
dent relative position corresponds to a quantitative
interpretation of the Head and Dependent theory

(Hawkins, 1983) which considers that there is a ten-
dency of organizing head and dependents in homo-
geneous word ordering. This author proposed a set
of language types according to attested word-order
phenomena concerning a limited list of elements
as heads and dependents. In this article, we de-
cided to consider all possible head and dependent
pairs to conduct our analysis to have a more global
overview of these ordering phenomena.

3.2.4 Verb and object relative order

Inside the ensemble of features extracted for the
analysis of the head and dependent relative position,
it is possible to extract the ones regarding verbs and
direct objects (deprel: "obj") for a specific analysis
of these phenomena. We decided to examine the
position of these two elements in detail as they are
key in typological studies such as the one proposed
by Dryer (1992) where correlations are defined
according to whether the verb comes before or after
the object.

Thus, to compose the language vectors we ex-
tracted the head and dependent patterns which con-
cern verbs and objects only (not only nominal but
all other possible ones). We have decided to con-
sider all the direct objects as if only nominal ones
were analysed, the obtained classification would
be similar to the general one available in databases
(VO or OV languages), thus, not allowing us to dif-
ferentiate in detail all PUD languages. In total, 13
OV and 12 VO features were attested in the PUD
collection, allowing us to generate a 25-dimension
language vector for each language.

3.3 Dependency parsing experiments

For the ensemble of experiments regarding depen-
dency parsing, we used the UDify tool (Kondratyuk
and Straka, 2019) which proposes an architecture
aimed at PoS-MSD and dependency parsing tag-
ging of tokenized texts integrating Multilingual
BERT language model (104 languages) (Pires et al.,
2019). It can be fine-tuned using specific corpora
(mono or multilingual) to enhance overall results.
This tool was selected as it presents state-of-the-art
algorithms concerning the specific task of depen-
dency parsing annotation.

Training parameters were defined as:

• Number of epochs: 80

• Warmup: 500



Other parameters remained the same as proposed
by the authors. To calculate the statistical signifi-
cance of the results, for each training corpus, we
conducted 6 experiments with different values of
random seeds, allowing us to calculate the mean
value of the labeled attachment score (LAS) and its
standard deviation.

The baseline regarding dependency parsing
results consists of LAS values obtained with
monolingual-trained models of PUD languages.
For each experiment, 600 sentences were used for
training, 200 for validation, and 200 for testing.
Regarding the multilingual experiments, we com-
bined PUD languages in pairs (concatenation of the
training corpora). Thus, a total of 380 models were
trained. Validation and test sets were the same ones
as those used for the baseline experiments (mono-
lingual ones).

With the baseline scores and the results obtained
with the multilingual language pairs, we were able
to calculate deltas to quantify the existing synergy
between languages when corpora are combined for
dependency parsing improvement. The deltas were
obtained with:

Delta = LASlang_1_and_2 − LASlang_1 (1)

The deltas were considered statistically signifi-
cant if the p-value calculated between the two LAS
scores was lower than 0.01.

3.4 Correlation calculation

The main focus of this study is to check whether
the language distances obtained from the corpus-
based typological approaches correlate with the
LAS deltas (i.e., with the synergy between the lan-
guages when combined in dependency parsing ex-
periments with deep-learning tools).

Two different correlation coefficients were cho-
sen as they represent different ways that variables
can correlate: Pearson’s and Spearman’s. The first
one corresponds to the measure of linear correla-
tion between two variables (Pearson, 1895), while
the second determines how well the relationship be-
tween two variables can be defined as a monotonic
function (Lehman, 2005).

Correlation values vary from -1 to 1. In our
case, we expect negative values as we hypothesize
that languages distances and deltas are inversely
correlated (i.e.: the higher the distance between the
languages, the lower will be the delta).

Language LAS Std. Dev.
tha 74.68 0.13
cmn 74.84 0.56
tur 76.68 0.21
hin 77.46 0.35
isl 78.90 0.16
fin 82.46 0.28
arb 83.34 0.24
swe 84.69 0.26
ind 85.72 0.19
kor 85.99 0.20
eng 86.63 0.15
ces 86.80 0.40
pol 86.88 0.21
rus 88.42 0.15
ita 89.48 0.14
deu 89.55 0.17
por 89.65 0.16
fra 91.20 0.21
spa 91.24 0.09
jpn 91.57 0.20

Table 3: LAS results obtained using UDify tool and
PUD corpora using monolingual models.

4 Results

In the following subsections, we present the base-
line results regarding the dependency parsing ex-
periments together with an overview of the LAS
values obtained when languages were associated.
Then, the correlation analyses are displayed.

4.1 Dependency parsing baseline

As previously explained, the baseline consists of
the LAS values obtained when monolingual train-
ing corpora were used to train the models using
UDify tool. The PUD corpora were divided into
train, development, and test sets (with 600, 200,
and 200 sentences respectively). For each dataset,
we conducted 6 experiments varying the random
seed value for the calculation of the standard de-
viation and p-values. The results are presented in
Table 3.

It is possible to notice that LAS results vary
from 74.68 (for the Thai language) to 91.57 (for
Japanese), almost 17 points of difference. More-
over, besides Japanese, all Romance languages also
have rather high scores. The German language ap-
pears in between the ones of the Romance group,
while other Germanic languages have lower scores
(below Slavic languages). English and Swedish



Language Positive deltas Negative deltas
hin 0 0
jpn 0 6
kor 0 14
ind 1 1
tha 1 6
arb 2 0
fra 3 0
cmn 4 0
tur 4 1
deu 6 0
pol 9 0
ita 10 0
por 11 0
spa 11 0
ces 12 0
eng 14 0
isl 14 0
swe 14 0
rus 15 0
fin 16 0

Table 4: Number of positive and negative deltas con-
cerning the LAS scores of the language combination
experiments with the UDify tool (p-value < 0.01).

have quite similar results, however, Icelandic is po-
sitioned with the languages with the lowest scores
(below 80) which are: Thai, Chinese, Turkish, and
Hindi.

It has been shown by Alves et al. (2022) that
these results are moderately correlated with the
size of the language representation inside the lan-
guage model (mBERT) present in the UDify ar-
chitecture. However, it does not mean that this is
the only parameter with a major influence on the
results. Languages with more strict word order
configurations tend to have higher LAS.

4.2 Dependency parsing multilingual results
In Table 4, we present the overall synergy results
regarding the association of PUD corpora in terms
of the number of cases, per language, where the
combination of corpora provided statistically pos-
itive and negative deltas. For these experiments,
each PUD language was combined in pairs with
all the others (i.e.: the training sets were merged, a
total of 1.200 sentences, and the development and
test sets remained monolingual).

It is possible to observe that the group of lan-
guages with more than 10 cases of language combi-
nation with positive deltas is composed of Finnish,

some Slavic, Germanic, and Romance languages.
Nevertheless, not all PUD languages from these
genera have the same positive tendency: it is the
case of Polish, German, and French, all of them
with less than 10 positive deltas. The Finnish lan-
guage is the most favored one in terms of LAS
when combined with other languages (i.e.: statisti-
cally relevant positive delta in 84% of the cases).

On the other hand, Japanese, Korean, and Thai
do not obtain considerable improvement when com-
bined with other PUD languages in terms of LAS
but present many combinations which implicate a
decrease in this score when compared to the base-
line. Other non-Indo-European languages, such
as Indonesian, Chinese, Thai, and Arabic do not
benefit much from the language combinations but,
at least, do not present negative synergies.

4.3 Correlations

As previously described, we calculated Pearson’s
and Spearman’s correlation for each PUD language
and for each typological strategy using the lan-
guage distances from the dissimilarity matrices and
the LAS deltas obtained when the languages were
combined. All the correlation coefficients are dis-
played in the Appendix section (Tables 7 and 8)

When the obtained correlation value was be-
tween -0.7 and -0.5, it was considered a moderate
inverse correlation, and a strong one for values be-
low -0.7. In Tables 5 and 6, we present the overall
results concerning the number of cases presenting
either moderate or strong inverse correlation per
typological strategy (Pearson’s and Spearman’s cor-
relations respectively).

From the results displayed in table 5, the typolog-
ical approach which provides the language classifi-
cation which correlates the most with the empirical
improvement in terms of LAS is the MarsaGram
linear one concerning cosine distances. This ap-
proach presents a moderate or strong correlation
for half of all PUD languages. It indicates that the
linear order of components inside the same subtree
is one of the relevant factors that may affect deep-
learning systems. However, since the correlation is
not observed for all languages, further research is
necessary to verify the extent of this influence.

The classic classification using lang2vec syntac-
tic features only shows a strong or moderate cor-
relation for 7 out of the 20 PUD languages. This
score is even lower than other new methods such
as Head and Dependent (cosine) and MarsaGram



Msg. Msg. Msg. Msg. HD HD VO VO L2v L2v
all all lin. lin.
Euc. cos Euc. cos Euc. cos Euc. cos Euc. cos

Strong 0 0 0 0 0 1 1 2 1 1
Moderate 3 8 3 10 7 7 5 2 6 5

Total 3 8 3 10 7 8 6 4 7 6

Table 5: Number of Pearson’s correlations (moderate and strong) regarding all 20 PUD languages. In bold is
highlighted the highest value regarding the total number.

Msg. Msg. Msg. Msg. HD HD VO VO L2v L2v
all all lin. lin.
Euc. cos Euc. cos Euc. cos Euc. cos Euc. cos

Strong 0 1 0 0 1 2 2 0 1 1
Moderate 3 2 3 7 6 5 5 5 5 5

Total 3 3 3 7 7 7 7 5 6 6

Table 6: Number of Spearman’s correlations (moderate and strong) regarding all 20 PUD languages. In bold is
highlighted the highest value regarding the total number.

all properties (cosine).

5 Discussion

The results displayed in Table 4 show that as it is
described in the literature, combining corpora is
an effective way to improve dependency parsing
scores. In our experiments, we showed that the
simple association of corpora allowed us to im-
prove significantly the LAS score for 17 out of the
20 selected languages. The ones which did not
present any improvement are from linguistic fami-
lies which are not well represented in the language
sample. It is important to mention that all experi-
ments were conducted in a low-resourced scenario
(i.e.: corpora composed of 1,000 sentences) even
though the majority of the selected languages have
other annotated corpora. The idea was to find the
best typological method which could be used for
under-resourced languages which are the ones with
the lowest LAS scores in the literature.

Moreover, from tables 5 and 6, it is possible to
notice that the method with the highest number
of inverse correlations is the MarsaGram linear
one with language distances calculated with the
cosine measure. The scores were either moderate
or strong for half of the languages in the PUD
collection. This specific corpus-based approach
seems to be more effective than the state-of-the-art
one (i.e.: using features from the lang2vec tool).
Moreover, since the highest values were obtained
with Pearson’s correlations, it is possible to say
that what is observed is a linear inverse correlation

between the distances and the deltas.
However, even though the MarsaGram linear (co-

sine) strategy provides the most optimized results,
it fails to explain the LAS values for 10 PUD lan-
guages. For Icelandic, Indonesian, and Turkish,
the Pearson’s correlation coefficient of this strat-
egy is lower than -0.2, which indicates, at least, a
low correlation, while for Italian, this coefficient
is lower than -0.10 but higher than -0.20. On the
other hand, for Chinese, Japanese, German, and
Russian, this coefficient is very close to 0.00 (i.e.:
no correlation). And, for Korean and Hindi, values
are positive.

With the values from the dissimilarity matrix ob-
tained using the MarsaGram linear method, it is
possible to generate a dendrogram with the hclust()
function using R. The classification in clusters is
presented in the Annex (Figure 6). It is possible to
notice some similarities with the languages’ geneal-
ogy (e.g.: Romance languages in the same cluster)
and with other typological classifications (e.g. OV
languages on the same side of the dendrogram),
however not all languages are classed following
these expected configurations.

6 Conclusion and Perspectives

In this paper, we presented four corpus-based typo-
logical approaches and evaluated them in compari-
son with the state-of-the-art method consisting of
using syntactic information from databases. First,
we described these new strategies followed by the
results of the dependency parsing experiments via



corpora association.
We showed that the combination of corpora is

an effective way to improve LAS results in low-
resourced scenarios and that the typological ap-
proach concerning the order of elements inside
subtrees (MarsaGram linear) is the one with the
highest number of moderate and strong correla-
tions for the languages in the PUD collection. In
the future, we aim to analyze in detail the languages
for which this method was not effective. Moreover,
we intend to increase the number of languages to
have a more homogeneous language-set in terms
of the number of languages per linguistic family
as well as conduct tests with non-parallel corpora.
Another perspective for future work is to optimize
Marsagram linear method defining weights for the
features as the extracted patterns may influence the
results differently.
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Figure 1: Example of a sentence with the pattern NOUN_precede_DET-det_NOUN-nmod rom the PUD English
corpus. The determiner (DET) on line 4 has the incoming relation det. It precedes the noun (NOUN) on line 5,
which has the incoming relation nmod. Both appear in the subtree headed by a NOUN (the first tag in the pattern
description); in this case, it is again the noun on line 5.

Figure 2: Example of a sentence with the pattern VERB_require_NOUN-nsubj:pass_AUX-aux:pass from the PUD
English corpus. The noun (NOUN) on line 2 has the incoming relation nsubj:pass. It requires the auxilary (AUX)
on line 3, which has the incoming relation aux:pass. Both appear in the subtree headed by a VERB (token "built" on
line 5).

Figure 3: Example of a sentence with the pattern ADJ_unicity_NOUN-obl:npmod from the PUD English corpus.
The head of the subtree is the token "old" (ADJ) on line 15. The element on line 13 ("year") has the part-of-speech
of noun (NOUN) and the dependency relation of obl:npmod and no other element with the same characteristics can
be found inside the same subtree.

Figure 4: Example of a sentence with two occurrences of the pattern ADV_advmod_precedes_ADJ. The adverb
(ADV) on line 9 has the incoming relation advmod. It precedes the adjective (ADJ) on line 10. And, the adverb
(ADV) on line 4 has the incoming relation advmod. It precedes the adjective (ADJ) on line 5.



Figure 5: Example of a sentence with the pattern NOUN_obl_follows_VERB. The noun (NOUN) on line 11 has the
incoming relation obl. It comes after the verb (VERB) on line 5.

Figure 6: Marsagram Linear cosine Dendrogram



Msg. Msg. Msg. Msg. HD HD VO VO L2v L2v
all all lin. lin.
Euc. cos Euc. cos Euc. cos Euc. cos Euc. cos

arb -0.11 -0.52 -0.03 -0.57 -0.54 -0.65 -0.59 -0.47 -0.59 -0.55
cmn 0.19 -0.11 -0.26 0.00 0.25 0.15 -0.06 -0.21 0.01 -0.03
ces -0.25 -0.60 -0.28 -0.57 -0.65 -0.67 -0.57 -0.57 -0.36 -0.28
eng -0.34 -0.53 -0.21 -0.59 -0.41 -0.49 -0.35 -0.16 -0.36 -0.41
fin -0.16 -0.52 -0.46 -0.63 -0.46 -0.44 -0.71 -0.72 -0.10 -0.01
fra -0.50 -0.51 -0.52 -0.62 -0.62 -0.59 -0.38 -0.31 -0.50 -0.47
deu -0.48 -0.11 -0.22 -0.03 -0.23 -0.22 0.03 0.46 -0.03 -0.02
hin -0.36 -0.27 0.05 0.40 0.12 0.41 0.56 0.50 0.44 0.46
isl 0.18 -0.19 -0.26 -0.36 -0.12 -0.31 -0.49 -0.44 -0.40 -0.42
ind 0.23 -0.30 0.20 -0.21 0.12 0.05 0.00 0.05 -0.21 -0.11
ita -0.21 -0.23 -0.02 -0.13 -0.14 -0.17 -0.30 -0.16 -0.10 -0.17
jpn -0.18 0.06 -0.15 -0.05 0.38 0.35 0.02 0.07 0.40 0.50
kor 0.30 0.29 0.08 0.38 0.42 0.49 0.41 0.47 0.43 0.37
pol -0.23 -0.37 -0.50 -0.62 -0.13 -0.34 -0.51 -0.40 -0.37 -0.34
por -0.64 -0.52 -0.39 -0.61 -0.64 -0.53 -0.45 -0.40 -0.57 -0.50
rus -0.16 -0.08 0.17 0.03 -0.27 -0.24 -0.46 -0.28 -0.15 -0.17
spa -0.59 -0.45 -0.57 -0.51 -0.53 -0.50 -0.43 -0.38 -0.60 -0.55
swe -0.48 -0.59 -0.31 -0.64 -0.58 -0.63 -0.59 -0.49 -0.70 -0.68
tha 0.26 -0.59 -0.22 -0.62 -0.64 -0.88 -0.60 -0.80 -0.76 -0.81
tur -0.09 0.10 -0.34 -0.25 -0.45 -0.53 -0.42 -0.56 -0.61 -0.60

Table 7: Pearson’s correlation values regarding all 20 PUD languages.

Msg. Msg. Msg. Msg. HD HD VO VO L2v L2v
all all lin. lin.
Euc. cos Euc. cos Euc. cos Euc. cos Euc. cos

arb -0.05 -0.33 -0.09 -0.53 -0.55 -0.66 -0.65 -0.52 -0.70 -0.69
cmn 0.24 -0.15 -0.12 -0.08 0.36 0.18 0.03 -0.12 -0.02 -0.03
ces -0.14 -0.54 -0.31 -0.49 -0.51 -0.48 -0.52 -0.57 -0.31 -0.31
eng -0.38 -0.59 -0.27 -0.48 -0.49 -0.52 -0.46 -0.02 -0.37 -0.38
fin -0.20 -0.48 -0.41 -0.60 -0.35 -0.44 -0.74 -0.66 -0.09 -0.06
fra -0.50 -0.48 -0.55 -0.59 -0.57 -0.56 -0.47 -0.26 -0.50 -0.53
deu -0.52 -0.28 -0.22 -0.03 -0.30 -0.29 0.05 0.44 -0.09 -0.08
hin -0.31 -0.23 0.06 0.32 -0.05 0.34 0.68 0.60 0.43 0.44
isl 0.24 -0.19 -0.21 -0.46 -0.03 -0.20 -0.50 -0.26 -0.43 -0.44
ind 0.13 -0.27 0.02 -0.22 0.04 0.01 -0.16 -0.24 -0.29 -0.23
ita -0.23 -0.31 -0.02 -0.11 -0.16 -0.15 -0.24 0.12 -0.20 -0.20
jpn 0.08 0.16 -0.01 -0.26 0.45 0.52 -0.10 -0.16 0.50 0.49
kor 0.52 0.34 0.13 0.52 0.18 0.53 0.22 0.17 0.24 0.27
pol -0.29 -0.44 -0.67 -0.62 -0.23 -0.42 -0.55 -0.48 -0.31 -0.31
por -0.42 -0.29 -0.23 -0.37 -0.41 -0.42 -0.49 -0.47 -0.48 -0.47
rus -0.01 -0.14 0.16 0.07 -0.08 -0.09 -0.46 -0.06 -0.08 -0.06
spa -0.51 -0.45 -0.55 -0.55 -0.56 -0.53 -0.50 -0.55 -0.67 -0.66
swe -0.46 -0.73 -0.38 -0.68 -0.70 -0.74 -0.80 -0.40 -0.64 -0.63
tha 0.25 -0.49 -0.19 -0.62 -0.51 -0.81 -0.36 -0.69 -0.68 -0.70
tur 0.09 -0.15 -0.26 -0.18 -0.59 -0.69 -0.15 -0.31 -0.59 -0.57

Table 8: Spearman’s correlation values regarding all 20 PUD languages.


