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Abstract One of the objectives of the European Language Grid is to help overcome the fragmentation of the European Language Technology community by bringing together language resources and technologies, information about them, Language Technology consumers, providers and the wider public. This chapter describes the mechanisms ELG has put in place to build interoperable bridges to related initiatives, infrastructures, platforms and repositories in the wider Language Technology landscape. We focus on the different approaches implemented for the exchange of metadata records about, in a generic sense, resources and exemplify them with the help of four use cases through which the ELG catalogue has been further populated. The chapter presents the protocols used for the population processes as well as the adaptations of the ELG metadata schema and platform policies that proved necessary to be able to ingest these new records. Last, we discuss the challenges emerging in large-scale metadata aggregation processes and propose a number of alternative options to address them.

1 Introduction

One of the objectives of the European Language Grid is to help overcome the fragmentation of the European Language Technology community by bringing together language resources and technologies, information about them, Language Technology consumers, providers and the wider public.

Additionally, ELG is meant to support digital language equality in Europe (STOA 2018; European Parliament 2018), i.e., to create a situation in which all European...
languages are supported through technologies equally well. Technological support for human languages has been characterised by a stark predominance of LTs for English, while almost all other languages are only marginally supported and, thus, in danger of digital extinction (Kornai 2013; Rehm et al. 2014, 2020b; ELRC 2019; Calzolari et al. 2011; Soria et al. 2012). More than ten years after the initial findings (Rehm and Uszkoreit 2012), Europe’s languages are still affected by this stark imbalance in 2022, as attested in the most recent series of Language Reports (Giagkou et al. 2022) prepared by the European Language Equality1 project, which develops a strategic research, innovation and implementation agenda as well as a roadmap for achieving full digital language equality in Europe by 2030. In collaboration with ELG, one of the first steps towards Digital Language Equality has been the creation of an inventory of language resources and technologies available for Europe’s languages and its regular monitoring.

In tandem with its operation as an integrated LT platform, through a battery of selection, conversion and ingestion processes described in this chapter, ELG aims to act as a one-stop shop and single entry point to homogenised descriptions of language resources and technologies. Section 2 positions the ELG approach towards this goal in the broader context of the exchange of metadata between catalogues and repositories. Section 3 presents four use cases through which the ELG catalogue has been populated with metadata records from other sources, highlighting the features that have influenced the different solutions we adopted. Section 4 presents the adaptations made in the ELG metadata schema and platform policies to take into account the outputs of these import procedures. Finally, in Section 5 we discuss, based on the experience gained in this process, the challenges that need to be addressed in the aggregation of metadata from multiple sources in order to share and promote the use and re-use of resources, data and software among community members.

2 Approach

There are a wide range of digital catalogues, repositories and, in general, infrastructures2 that support the publication and dissemination of digital artefacts and resources, which can be classified along various dimensions. Institutional catalogues hosting all types of resources (publications, datasets, tools, etc.) produced by practitioners affiliated with an institution, catalogues that focus on resources produced by specific communities (e.g., OLAC3 for resources related to language and linguistics, CLARIN4 and ELRA5 for language resources, Europeana6 for cultural works,

---
1 https://european-language-equality.eu
2 For the sake of brevity, we will use the cover term “catalogue” for all institutions of this kind.
3 http://www.language-archives.org
4 https://www.clarin.eu
5 http://elra.info
6 https://www.europeana.eu
ELIXIR\textsuperscript{7} for bioinformatics, LLOD cloud\textsuperscript{8} for linguistic linked data, etc.), catalogues that collect specific content types (e.g., Hugging Face\textsuperscript{9} for Machine Learning models and datasets, ELRC-SHARE\textsuperscript{10} for Machine Translation-related resources or portals for open government data).\textsuperscript{11}

At the same time, we witness a strong movement towards the sharing of resources from multiple sources and various disciplines through a common point of access, so that they are easily discoverable, accessible and re-usable by all interested stakeholders, fostering interdisciplinary research and cross-community collaborations as well as Open Science (e.g., European Commission 2022). Google has implemented its Dataset Search\textsuperscript{12}, a service dedicated to facilitating the discovery of datasets stored across the World Wide Web based on keyword search (Benjelloun et al. 2020). The European Open Science Cloud (EOSC)\textsuperscript{13}, initiated by the European Commission, is conceived as a federated and open multi-disciplinary environment for hosting and processing research data and all other digital objects produced along the research life cycle, e.g., methods, software and publications (Abramatic et al. 2021). Some European countries have launched corresponding national initiatives, including the National Research Data Infrastructure in Germany (NFDI).\textsuperscript{14} Gaia-X\textsuperscript{15} seeks to establish a federated ecosystem in which data is made available, collated, shared and processed in trustworthy environments, associated with the concept of data spaces, a type of data relationship between trusted partners, each of whom apply the same high policies, standards and technical components to the description, storage and sharing of their data and other resources.

All these initiatives offer catalogues, or inventories, employing, in many cases, different metadata schemas for the description of resources. The differences between the schemas can be attributed to the varying requirements defined by the relevant object of description (e.g., dataset vs. software or publication or geospatial data), the need to cover a wide range of users (for general catalogues) in contrast to the specialised practices common among scholars of a discipline, as well as to the different purposes that catalogues may serve (e.g., preservation, dissemination, or processing). Sharing metadata across catalogues presupposes interoperability, in particular, semantic interoperability. Initiatives for the adoption of common standards in metadata vocabularies, documentation of the vocabularies themselves, and the creation and publication of mappers between them are among the primary instruments to achieve such interoperability (Chan and Zeng 2006; Zeng and Chan 2006; Haslhofer and Klas 2010; Alemu et al. 2012; Broeder et al. 2019).

\textsuperscript{7} https://elixir-europe.org
\textsuperscript{8} https://linguistic-lod.org/llod-cloud
\textsuperscript{9} https://huggingface.co
\textsuperscript{10} https://www.elrc-share.eu
\textsuperscript{11} https://www.re3data.org/browse/ provides a registry of research data repositories.
\textsuperscript{12} https://datasetsearch.research.google.com
\textsuperscript{13} https://eosc-portal.eu
\textsuperscript{14} https://www.nfdi.de
\textsuperscript{15} https://www.gaia-x.eu
Equally important is the establishment of protocols and mechanisms for the sharing of metadata, and subsequently of the resources themselves. The OAI-PMH protocol\(^{16}\) is one of the most popular mechanisms used for repository interoperability at the metadata level. The ResourceSync\(^{17}\) specification is a framework for the synchronisation of both metadata and resources. Finally, APIs are frequently offered nowadays as a solution for downloading dumps of metadata records.

ELG has established technical bridges with other infrastructures and initiatives in order to enrich its catalogue with information about data resources and tools from other catalogues and repositories. The catalogues of interest to ELG are usually discipline-specific, targeting the LT/NLP and neighbouring areas, such as Machine Learning, Artificial Intelligence as well as social sciences and humanities. Potentially interesting resources for LT development purposes are also hosted in general repositories and catalogues, the identification and filtering of which poses challenges which are briefly discussed in Section 3.

3 Establishing Interoperable Connections: Four Use Cases

Depending on the source repositories’ respective contents, metadata schemas and vocabularies, and the available export functionalities of their catalogues, we have adopted different approaches towards establishing interoperable connections, a selection of which is presented in the following use cases. For each use case, we describe the source repository’s technical and metadata features, explain how these impact the import of metadata records into ELG and present the methodology and tools used in the integration process.

3.1 Use Case 1: OAI-PMH (CLARIN Nodes and ELRC-SHARE)

The CLARIN (Common Language Resources and Technology Infrastructure) Research Infrastructure (Hinrichs and Krauwer 2014; Eskevich et al. 2020) supports the sharing, use and sustainability of digital language resources and tools for research in the social sciences and humanities. It is established in the form of a networked federation of centres (Wittenburg et al. 2010), consisting of language data repositories, service centres and knowledge centres, with single sign-on access for all members of the academic community in all participating countries.

As part of the technical interoperability specifications, CLARIN data repositories are required to expose their metadata records to the Virtual Language Observatory\(^{18}\) using OAI-PMH. With regard to metadata interoperability, CLARIN has designed

\(^{16}\) https://www.openarchives.org/pmh/
\(^{17}\) http://www.openarchives.org/rs/1.1/resourcesync
\(^{18}\) https://vlo.clarin.eu
and implemented the Component MetaData Infrastructure (CMDI)\(^{19}\), a framework for the description and reuse of metadata “components” (semantic groups of elements) which can be combined to build “profiles”, i.e., metadata templates for specific resource types by specific communities or groups (Broeder et al. 2008, 2012). Both are stored and shared through a dedicated registry, with metadata records being shared in the form of XML files compatible with one of these profiles.

The ELG platform implements an OAI-PMH client for harvesting metadata from external repositories which expose their metadata via OAI-PMH. The process of harvesting requires the registration of a third-party provider as an “OAI-PMH Provider” in the ELG catalogue. As soon as communication is established, the third-party provider shares their OAI-PMH endpoint, which ELG will call at regular intervals (currently once a week) in order to harvest the metadata the external repository exposes. Thus, for linking with the CLARIN infrastructure, the OAI-PMH harvesting protocol is the ideal candidate.

The metadata schema is a crucial parameter to be taken into account in the harvesting process. The ELG harvester accepts metadata records compliant with the minimal version of the ELG metadata schema (see Section 5 in Chapter 2). LINDAT/CLARIAH-CZ\(^{20}\), the Czech CLARIN national node, does indeed expose its metadata records described using the META-SHARE minimal schema through its OAI-PMH endpoint (Gavrilidou et al. 2012). The fact that the ELG schema (Labropoulou et al. 2020) builds upon META-SHARE proved valuable in the conversion process of the original LINDAT/CLARIAH-CZ metadata into the ELG schema (see Chapter 8, Section 4, p. 157 ff., for more technical details).

CLARIN-DSpace, the repository software\(^{21}\) (forked from DSpace\(^{22}\)) developed mainly by the LINDAT/CLARIAH-CZ team, is used by several CLARIN centres for their repositories (Straňák et al. 2019). After pulling the latest changes, these repositories are ready-to-import into ELG using the same harvesting mechanism and procedure. At the time of writing, the mechanism described above is also used for harvesting CLARIN-PL\(^{23}\) and CLARIN-SI\(^{24}\).

The same harvesting approach was followed for the harvesting of metadata records from the ELRC-SHARE repository, which is used for the storage of and access to language resources collected through the European Language Resource Coordination\(^{25}\) initiative (Lösch et al. 2018) and for feeding the CEF Automated Translation (CEF.AT) platform.\(^{26}\) ELRC-SHARE (Piperidis et al. 2018) uses a metadata schema based on the META-SHARE schema tuned to text resources for Machine

---

\(^{19}\) https://www.clarin.eu/content/component-metadata  
\(^{20}\) https://lindat.mff.cuni.cz  
\(^{21}\) https://github.com/ufal/clarin-dspace  
\(^{22}\) https://duraspace.org/dspace/  
\(^{23}\) https://clarin-pl.eu/dspace/  
\(^{24}\) https://www.clarin.si/repository/xmlui/?locale-attribute=en  
\(^{25}\) https://lr-coordination.eu  
\(^{26}\) https://ec.europa.eu/cefdigital/wiki/display/CEFDIGITAL/eTranslation
Translation purposes. Again, the mapping of the metadata records from the original schema to ELG was undertaken by the two teams.

### 3.2 Use Case 2: Custom API and Proprietary Schema (Hugging Face)

A different procedure is used for catalogues that expose metadata records through custom APIs and proprietary metadata schemas. This procedure is used only for catalogues that are of high interest to the ELG objectives. The Hugging Face catalogue (Wolf et al. 2020) is such a case. It is a large collection of machine learning models and datasets that can be used for training models, with a focus on the Transformer architecture. Since 2021 ELG and Hugging Face have been collaborating with the goal of importing metadata records from the Hugging Face catalogue into ELG.

![Workflow for the import of metadata records from Hugging Face to ELG](Image)

One of the goals of Hugging Face is to enable its users to upload datasets and models following a set of specifications so that they can be deployed for testing and building other models or integrating models in their applications. Although they encourage users to add descriptions for the resources, this is not enforced. Furthermore, the suggested metadata elements do not follow a standard schema. Users are asked to upload a “card” for datasets\(^\text{27}\) or models\(^\text{28}\), with a combination of free text fields and a set of tags (e. g., language, licence) with values from recommended controlled vocabularies, which are, however, not strictly validated.

Hugging Face exposes two APIs with JSON files for datasets and models respectively. These JSON files include a subset of the metadata elements displayed in their catalogue, however, not all records have values for all of the elements. Since importing into ELG presupposes that the metadata records comply with the ELG metadata schema, which means that at least the mandatory elements of the minimal version (see Section 5 in Chapter 2) are filled in, the conversion and import of records from Hugging Face into ELG has so far been limited to datasets with at least the de-

\(^{27}\) [https://huggingface.co/docs/datasets/dataset_card.html](https://huggingface.co/docs/datasets/dataset_card.html)  
\(^{28}\) [https://huggingface.co/docs/hub/model-repos](https://huggingface.co/docs/hub/model-repos)
scription, language and licence elements filled in as these are deemed the minimum threshold for findability and usability purposes in the context of ELG.

A conversion process has been set up based on the mapping of the elements and, in the case of controlled vocabularies, their values. Further enrichment of the resulting records has been performed for specific elements. The most prominent case was that of the licencing information, since ELG requires, besides its name, a URL with the text of the licence. Hugging Face includes a list of licence identifiers taken from the SPDX list\textsuperscript{29} (which are also used in ELG), but it allows users as well to add a licence name without further information. Thus, in addition to the mappings of the licence identifiers from Hugging Face into the ones used in ELG, we looked for the licence URL of unmapped values; if no URL was found, the resource was not imported into ELG. Finally, where required, default values have been used for mandatory elements whose values could not be inferred from the original metadata records (e.g., all datasets have been assigned the text value for media type). Figure 1 shows the workflow that was followed in this process.

3.3 Use Case 3: General Catalogues and Standard Schemas (Zenodo)

Catalogues with heterogeneous resources from multiple sources and disciplines present various challenges. We use Zenodo\textsuperscript{30} to discuss these challenges.

Zenodo\textsuperscript{31} is a repository for storing and sharing EC-funded research results to support Open Science established and run by CERN, which was created in response to the European Commission’s (EC) assignment to the OpenAIRE project.\textsuperscript{32} Since its launch, Zenodo has grown steadily and is currently used for the publication of all types of resources beyond EC-funded ones by research communities and individuals. The constant update of the Zenodo catalogue and its uptake by researchers for the upload of datasets, and, more recently, software, makes it particularly interesting for ELG purposes. The size and increasing number, however, of catalogue contents makes the selection of resources very challenging. During the first phase of the ELG project, we used a manual process for the identification of resources, which is described in Chapter 8. This process, though, does not allow for regular updates and has been abandoned in favour of an automatic process.

\textsuperscript{29} https://spdx.org/licenses/
\textsuperscript{30} https://zenodo.org
\textsuperscript{31} https://about.zenodo.org
\textsuperscript{32} https://www.openaire.eu
Zenodo exposes its metadata records through two channels: a REST API\(^{33}\), which outputs records as JSON files, and an OAI-PMH API\(^{34}\) in a set of standard metadata formats, i.e., DC\(^{35}\), DataCite\(^{36}\), MARC21\(^{37}\) and DCAT\(^{38}\).

With regard to the ELG import mechanism, our preferred solution is OAI-PMH, a standard protocol for interoperability and exchange of metadata records, which includes a mechanism for regular harvesting. However, the Zenodo OAI-PMH endpoint does not allow the selection based on resource types, which would allow us to focus on “datasets” and “software”. The only option is to download the whole set of metadata records in order to subsequently filter them. Furthermore, harvesting from the OAI-PMH endpoint is rate limited, hence not appropriate for large numbers of metadata records. We have, therefore, resorted to a combined solution:

- We downloaded a full dump of 2,060,674 metadata records included in Zenodo up until 31 August 2021. This dump, which is available from Zenodo, contains all records in JSON format, was filtered according to resource-type.
- For records added to Zenodo after this date, we are incrementally harvesting from the OAI-PMH endpoint. Through this channel, a set of additional 147,621 records has been harvested in a three-month period.

The next step is that of identifying the candidate resources for ELG. From the 2,208,295 metadata records available up until 31 December 2021, those of resource type “dataset” and “software” amount to 592,509 entries. This number is rather high, and since the majority of these records are of little or no interest to ELG users\(^{39}\), we are experimenting with automated filtering methods to identify the records of interest.

Fig. 2 Workflow for the import of metadata records from Zenodo to ELG

---

\(^{33}\) https://developers.zenodo.org/#rest-api
\(^{34}\) https://developers.zenodo.org/#oai-pmh
\(^{35}\) https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
\(^{36}\) https://schema.datacite.org/meta/kernel-4.4/
\(^{37}\) https://www.loc.gov/marc/bibliographic/
\(^{38}\) https://www.w3.org/TR/vocab-dcat-3/
\(^{39}\) As a comparison, the ELG catalogue has approx. 13,000 metadata records at the time of writing.
The conversion of the metadata records is based on the DCAT metadata schema (Albertoni et al. 2022), which is in widespread use. We expect that mapping DCAT to ELG will enable the re-use of these converters as a base for import from other repositories. Moreover, DCAT is the schema with the richest information among the ones exposed from Zenodo, and the only one that includes a direct link to the downloadable files (“downloadURL” element), an important feature for ELG consumers.

Mapping from DCAT is, however, not straightforward. DCAT is an RDF vocabulary, and restrictions and extensions are implemented in the form of profiles and applications. The OAI-PMH endpoint makes the metadata records available in XML format; the XSD schema used by Zenodo is not publicly available. A closer inspection of the XML files has revealed discrepancies in the representation of some elements. For instance, “subject” (defined in DCAT as a SKOS Concept) appears in Zenodo XML files either as a SKOS Concept or as an element with the IRI of the subject value in the form of an attribute. We have analysed the Zenodo XML files, to the extent possible, and based our mapping on this analysis. We also had to apply some modifications in the ELG schema so that we could take into account the DCAT features (Section 4.1). Finally, a converter for the elements in the JSON files offered through the REST API for the first batch of files has also been implemented.

As a result of this endeavour, the procedure for regular updates from Zenodo is foreseen as a workflow integrating the following steps: harvesting from the Zenodo endpoint, offline filtering and conversion of the metadata records, possibly with some manual targeted inspection, and import into ELG (Figure 2).

3.4 Use Case 4: Collaborative Community Initiatives (ELE, ELG)

We also populated the ELG catalogue using bulk lists of metadata records, potentially containing limited information, that serve as seeds for further enrichment. We present here two such cases, one set of resources collected collaboratively in ELE and a second set collected by the ELG consortium.

The European Language Equality (ELE) project (Rehman and Way 2023), which collaborates with ELG to promote digital language equality in Europe, launched a project-internal initiative in 2021 to collect as many LRTs as possible available for the languages under investigation by the project. Operationally, a web form was set up, which included a subset of the mandatory metadata elements of the ELG schema. Given the size and breadth of this activity (dozens of respondents throughout Europe for approx. 80 official, regional, minority languages), we considered requiring every informant to fill in even the minimal version of the metadata schema for every single resource identified too demanding and not particularly realistic, perhaps

---

40 The XSD schema included in the OAI-PMH API for DCAT is in fact that of DataCite v4.1.
41 https://www.w3.org/2004/02/skos/
42 https://european-language-equality.eu
43 https://european-language-equality.eu/languages/
even negatively impacting the collection process itself, potentially resulting in fewer
resources being reported by the informants if the process of registering a resource
took too much time. The modifications required to accommodate this collaborative
scenario resulted in a “relaxed” version of the schema (see Section 4.1).

The results of this collection process were exported in a tabular format. Before
the conversion and final import of the approx. 6,500 records into ELG, a long and
demanding process of curation was undertaken using semi-automatic methods. The
final output was imported into ELG through various scripts (Figure 3).

The curation process included normalising, correcting, and enriching values of
elements that were absent or not used consistently. Despite the effort to control the
input through prompting for the selection of values from recommended vocabularies
and filling in mandatory values, web forms do not allow strict enforcement strategies,
especially for cases of long lists of values or multiple values. For example, although
a set of “language” values was offered for selection in the form, the informants could
also add other values, which resulted in values with alternative, unofficial or simply
unusual names. Therefore, language information had to be normalised and mapped
to the ISO 639 language codes, as required by ELG. Although the tabular format
presents some advantages, given its simplicity and users’ familiarity, it still poses a
number of challenges for validation purposes, especially for elements with patterns,
or with multiple values. For instance, the “email” element was filled in with free text
values, URL links, etc., since no validation pattern was used for the element. For el-
ements with multiple values, such as languages, functions, etc., different delimiters
were used in between values and had to be normalised. Moreover, nested informa-
tion cannot be represented in a flat form; for example, the values of language and
region (where the language is spoken) were split in two complementary columns
so that controlled vocabularies could be used, but there can be no guarantee that
both columns are consistently filled in. For these cases, we had to check and ensure
that the same number of values was consistently used across the two complementary
columns and, moreover, that the values were matched correctly.

In a similar collaborative population setting, the catalogue was populated with
European organisations that develop or use LTs or LRs, which were collected by the
ELG team and the National Competence Centres (NCCs; see Chapter 11 for more
details), thus enabling ELG to quickly become the “yellow pages” of organisations.
active in the broader LT community. As described in more detail in Chapter 9, lists of organisations from various sources have been merged, together with information on list items – mainly contact data and key terms describing their LT-related activities. The resulting enriched list, divided into sub-lists by country, was checked again by the respective NCCs, and, after checking the consistency, more than 1,700 records were converted into the ELG-compatible XML format and imported into ELG. At the time of writing, a similar procedure is being followed for LT-related R&D projects and their funding agencies.

3.5 Summary of Use Cases

Table 1 summarises the technical and the metadata conditions in each of the use cases presented in this section and the ways these are catered for in ELG. Depending on the export functionalities offered by the source, the ELG platform can establish a connection at regular intervals and benefit from continuous updates. Table 1 also shows the ELG metadata schema version that can be used, depending on the source metadata schema, as well as the quantity and information richness of metadata records.

<table>
<thead>
<tr>
<th>Repository</th>
<th>Export Functionality</th>
<th>Metadata Schema</th>
<th>ELG Schema Version</th>
<th>Update Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLARIN nodes</td>
<td>OAI-PMH</td>
<td>META-SHARE</td>
<td>minimal</td>
<td>regular</td>
</tr>
<tr>
<td>ELRC-SHARE</td>
<td>OAI-PMH</td>
<td>ELRC-SHARE</td>
<td>minimal</td>
<td>regular</td>
</tr>
<tr>
<td>Hugging Face</td>
<td>REST API</td>
<td>Proprietary (JSON)</td>
<td>relaxed</td>
<td>one-off</td>
</tr>
<tr>
<td>Zenodo</td>
<td>REST API</td>
<td>Proprietary (JSON)</td>
<td>relaxed</td>
<td>one-off</td>
</tr>
<tr>
<td>Zenodo</td>
<td>OAI-PMH</td>
<td>DCAT (XML)</td>
<td>relaxed</td>
<td>regular</td>
</tr>
<tr>
<td>ELE survey</td>
<td>–</td>
<td>Subset of ELG schema</td>
<td>relaxed</td>
<td>one-off</td>
</tr>
<tr>
<td>ELG collection</td>
<td>–</td>
<td>Subset of ELG schema</td>
<td>relaxed</td>
<td>one-off</td>
</tr>
</tbody>
</table>

Table 1 Overview of use cases

4 Implementing Metadata Interoperability

Primarily motivated by our various interoperability use cases, some of which are described in Section 3, we modified the ELG platform import procedures and policies, especially with regard to the metadata schema and the publication life cycle (described in Chapter 2), so that they are able to handle the different interoperability scenarios. These adaptations are not restricted to the requirements of the use cases but lay the foundational principles for accommodating a broader range of metadata import scenarios.
4.1 ELG Metadata Schema – Relaxed Version

The “relaxed” version of the ELG metadata schema aims to accommodate mismatches between the ELG schema and schemas used for metadata records that are automatically imported into the ELG catalogue, especially those from catalogues with limited information or catalogues populated with metadata records of interest to a broader range of communities (e.g., Zenodo, EOSC, etc.) and, thus, using more general schemas, e.g., DCAT (Albertoni et al. 2022) or DataCite (DataCite Metadata Working Group 2021). This version of the schema features additional alternative elements for mandatory metadata elements that may be missing from the source records or that have different data types.

The first case refers to two elements that are deemed important for ELG purposes: “media type” and “licence”.

- The element “media type part” is crucial for ELG, as it is used for attaching important metadata properties, such as language, format, size, etc. Even in cases where these are included in source records, they may come with different classification vocabularies and semantics and, therefore, cannot be imported into ELG. For these cases, the additional alternative value “unspecified media part” can be used.
- The element “licence” is crucial for re-usability purposes; for a licence, both a name and a URL hyperlink to the respective legal document are required. However, in many cases, such as legacy resources, or records in catalogues allowing free text as the value of “licence”, the name and URL cannot be determined automatically. This is why we introduced the “access rights” element that takes a free text value as an alternative to “licence”, specifying the rights of access and use at a higher level of abstraction.

The second case groups together elements which take a value from controlled vocabularies in ELG, while in other schemas they have a free text value (e.g., “service function”, “size unit”, etc.) and combined elements that cannot be distinguished from the source metadata record (e.g., when size is encoded as free text combining amount and size unit together). To address the first case, we modified the data type of the element so that it takes a value from a recommended vocabulary or free text entered by the user; to address the second case, we introduced a new element that takes free text as a value (e.g., “sizeText” can be used as an alternative to the combination of “amount” and “size unit”).

4.2 Publication Policies for Imported Metadata Records

ELG rates the quality of the metadata records highly. High quality metadata contributes to the discovery and usage of the resources themselves. A standardised pub-
lication life cycle has been established in ELG for metadata records (see Chapter 2, Section 6, 24 ff.). However, the same level of quality cannot be enforced across all metadata records. This is also taken into account in the publication policies. Thus, while metadata records registered by individuals go through a validation process, for records automatically imported from other catalogues the same manual validation processes cannot be set up in a feasible way, i.e., the quality and extent, in terms of information, of external metadata records remains under the responsibility of the respective source catalogue. Depending on the harvesting process and source catalogue, a three-level classification of metadata records is used:

- **Metadata records harvested automatically from collaborating catalogues (CLARIN nodes, ELRC-SHARE)**, which have similar metadata requirements as ELG. These records are added by individuals, the resource is stored in the repository. This is why these metadata records are considered trustworthy, and the records are published in the ELG catalogue as is, i.e., without any human validation.

- **Metadata records automatically imported from catalogues with “lighter” metadata requirements (Hugging Face, Zenodo)** have originally been added to the source catalogue by individuals together with the physical resource. The metadata record and resource is considered trustworthy but it may lack information which is important for ELG purposes, and thus marked as “for information” to indicate to ELG users that important information may be missing.

- **Metadata records that resulted from bulk collection initiatives (ELE collection, ELG collection)** are often incomplete, i.e., only a subset of the required information was collected and converted to the ELG schema. These records adhere to the relaxed ELG schema, the physical resource may be stored anywhere online. These records do not undergo the validation process, they are marked and can be claimed for further enrichment by their rightful owners (see Chapter 9, Section 3.3, p. 179). When a user claims a metadata record, the technical ELG team is notified and can approve or reject the claim, taking into account the professional email account of the user; if the claim is approved, the metadata record is unpublished and assigned to the user for further editing. Once the user finishes the editing, the record is submitted for publication and goes through the normal publication procedure. Users are notified about the claim procedure of these metadata records via e-mail.

## 5 Interoperability across Repositories

The interoperability across multiple repositories and platforms is of utmost importance in a broader, federated environment of data and services, as envisaged in initiatives like EOSC (European Open Science Cloud, see, e.g., Corcho et al. 2021), NFDI, Gaia-X or the European Commission’s Data Spaces and in accordance with the FAIR principles (Wilkinson et al. 2016), see Section 2. In the following, we discuss some of the open issues that need to be addressed in order to achieve this based on the endeavours presented in this chapter.
5.1 Technical Interoperability across Repositories

The first prerequisite for the sharing of metadata records and the construction of a common master inventory based on the contents of all participating repositories is that of exchange services. The OAI-PMH protocol, despite its limitation to the exchange of metadata, constitutes the most widespread and hence usually preferred option. REST services are becoming more popular, but they are not yet standardised and thus require customised solutions. Rehm et al. (2020a) explore technical and semantic interoperability in more detail.

5.2 Semantic Interoperability across Repositories

The use of shared vocabularies for the documentation of resources is the next necessary step towards interoperability. The standardisation and documentation of metadata schemas is a requirement that many initiatives have articulated (Hugo et al. 2020; Behnke et al. 2021). While certain metadata vocabularies, such as DC, DCAT, schema.org and DataCite, have become de facto standards, these are general schemas that can be used to express core metadata elements required for the description of any type of digital resource. This, however, competes with the much more fine-grained documentation needs of specific communities and more detailed requirements set to achieve machine actionability. For example, “resource type” is an element that poses problems for all catalogues: in contrast to the general vocabularies (e.g., COAR resource type vocabulary, a limited set of values from DC, Zenodo), communities prefer finer distinctions (cf. the values of “resource type” in the CLARIN VLO). This creates a burden when moving from general to specialised catalogues (e.g., from Zenodo to ELG).

Bridges and mappers between vocabularies are developed, especially between the popular schemas. Yet this is not a scalable approach, as for each new vocabulary a new mapper has to be built. Instead, a “shared semantic space” is needed as a joint, ontologically grounded and machine-readable vocabulary, into which all concepts and terminologies can be mapped (Rehm et al. 2020a). This space can be envisaged as a reference model able to represent all crucial information typically contained in the respective metadata schema. However, a single RDF/OWL ontology covering general and domain or community-specific semantic categories is an almost impossible task to achieve (Labropoulou et al. 2018). An alternative could be a Linked
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45 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
46 https://schema.org
47 https://vocabularies.coar-repositories.org/resource_types/
48 https://www.dublincore.org/specifications/dublin-core/resource-typelist/
49 https://developers.zenodo.org/#representation
50 https://vlo.clarin.eu
51 For the mapping of metadata schemas in the wider LT ecosystem, see McCrae et al. (2015b,a).
Data approach, in which different communities maintain their independent formal models and vocabularies and subsequently refer to reference vocabularies or concepts developed in a distributed fashion by the broader community. As an example of such an approach, a collaboration was initiated between ELG and the AI4EU project on the mapping of the ontologies used in the two platforms. This work is continued under the umbrella of the AI Ontology Working Group which includes members from the European AI on Demand Platform and collaborating projects.

Even in this scenario, though, an important issue to be addressed is that of the appropriate semantic relations. Equivalence relations are not always one-to-one and also need to take into account the type of elements. Additionally, there are an abundance of similar vocabularies recommended by different communities or serving different documentation needs. For example, in terms of “language”, a value taken from ISO 639 may suffice for general catalogues. But for the metadata of resources in language-related catalogues, such as ELG, a more detailed value space is required, that takes into account dialects and other varieties, and these are not included in ISO 639 (Gillis-Webber and Tittel 2019). In ELG we use the BCP 47 recommendation (Phillips and Davis 2009) alongside values taken from the Glottolog vocabulary (Hammarström et al. 2021) so that we can exploit the finer distinctions made in it for language varieties. The fact that Glottolog includes a mapping to ISO 639-3 values, when these exist, facilitates this endeavour and the exchange of metadata records with catalogues that prefer using ISO 639.

5.3 Minimal Metadata Requirements

The different purposes served by the catalogues have an impact on the exchange of metadata records, too. For example, Zenodo is used for the publication of research outcomes by many different organisations and individuals. The fact that there is a very small set of mandatory elements as well as the fact that providers do not have a strong incentive to make their resources findable lowers the quality of the metadata descriptions. In a similar way, individuals that add their resources to the Hugging Face catalogue are mostly interested in testing their dataset and do not pay attention to its description. Many metadata elements that are important for ELG purposes, such as “language”, are simply not included in the formal descriptions of these records. Often, even free text descriptions are of very low quality and cannot be used for discovery purposes. There is, therefore, a strong need for training resource owners on the importance of metadata together with the continuous curation by experts (Gordon and Habermann 2019). The “claim” procedure adopted in ELG is a step along these lines. Semi-automatic methods for enriching metadata records by extracting
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information from the datasets themselves, as well as other sources, will also play an important role in ensuring that minimal documentation requirements are met.

5.4 Duplicate Resources

Looking at the resources themselves, the exchange of metadata records across catalogues comes with the risk of creating duplicates and near-duplicates. The same resource may appear with slightly different names in catalogues and similar descriptions, while the same name is often used for subsets of the resource. The use of persistent identifiers (PIDs) has been proposed to address this, but it cannot be guaranteed that persistent identifiers are indeed unique. Explicit relations between similar resources (subsets, raw or annotated versions, versions and updates, etc.) must be formally recorded in the metadata so that they can be used for deduplication purposes. Establishing relations between the metadata records of the same resource in different catalogues should also be recorded.

6 Conclusions

In this chapter we have focused on the sharing of metadata between catalogues. This is only the basis for what is going to be the next level of sharing data and software which is the ultimate goal. This involves not only a shared semantic space to anchor and cross-link metadata vocabularies but also technical compatibility and cooperation. ELG has closely collaborated with other platforms to explore platform interoperability at various levels (Rehm et al. 2020a). Experiments were conducted with AI4EU56, SPEAKER57 and QURATOR58 for the creation of cross-platform workflows, where data and services were accessed from one platform and either transferred to another platform or used for building a pipeline or workflow of different processing services in another platform. Our initial experiments, explored further by Moreno-Schneider et al. (2022), demonstrate that interoperability can be partially achieved, with a certain degree of manual and automatic interventions.

Finally, we should also mention an alternative that can be used for sharing resources and their documentations across platforms and communities. This consists of supporting cross-platform search through making search and discovery APIs used by a platform available to third parties so that they can integrate them in their own search space (Rehm et al. 2020a). This way, a single query would return matches from multiple platforms whose publicly available search APIs are integrated in the platform queried by the user. In this case, search results would show only a minimal
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set of metadata redirecting the user to the platform that offers the respective resource. Again, a shared common space is required but only for a limited set of metadata – a similar situation to the general catalogues presented above, but only for a small subset. However, this option presents a scalability problem as soon as the number of collaborating platforms and respective search APIs grows.

Decentralised infrastructures such as Gaia-X, in which individual trusted platforms follow a common standard (i.e., the Gaia-X federation services) and become a networked system freely sharing and exchanging data and services across multiple actors, offer a viable solution addressing this challenge. OpenGPT-X is a German national project in which large language models are currently being developed, especially for German but also for English and other European languages. In this project, which has started in January 2022, we will have the chance to implement the emerging Gaia-X specifications in the ELG platform so that it joins this emerging ecosystem.
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