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Why characters?



Tokenization examples

Different numbers of BPEs, fitted on WMT14 en-de data
plain text The cat sleeps on a mat.

tokenization _The _cat _sleeps _on _a _mat .
32k _The _cat _sle eps _on _a _mat .
8k _The _c at _s le eps _on _a _m at .
500 _The _c at _s le ep s _on _a _m at .
0 _ T h e _ c a t _ s l e e p s _ o n _ a _ m a t .

How could something like this work?
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Motivation

Subwords are sort of ugly
_The _c at _s le eps _on _a _m at .

Removing assumptions usually helps in neural models in NLP, but…
subword segmentation seems to be a really good heuristic.

Wishful thinking: what we could get from the character-level

• Simpler processing pipelines
• Learn better segmentation

• Noise robustness
• Generalize towards morphology and

domain-specific vocab
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Char-level: Harsh reality

• Character sequences are long → computationally expensive
• Works well for non-contextual word-level tasks:

transliteration, morphological inflection, …
• For semantically heavy tasks (such as MT), worse performance than subwords
• Most of the assumed advantages (domain, morphology) are not real
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Neural String Edit Distance



Neural String Edit Distance

Neural String Edit Distance

Jindřich Libovický

Alexander Fraser

Pre-print on arXiv. Rejected from
EMNLP 2020, EACL 2021, ACL 2021,
EMNLP 2021 and ACL 2022.
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Neural String Edit Distance

Model



Black-box architectures vs. Levenshtein distance

• Char-level tasks use the same architectures as e.g, MT
• Overkill: large, hardly interpretable
• Levenshtein distance: transparent, interpretable…

…but weak and not flexible
We fix that!
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Wagner-Fischer Algorithm

String s of length n, t of length m, d is a table of m× n

for j in range(n):
d[0, j] := j

for j in range(n):
for i in range(m):

if s[i] = t[j]:
subs_cost = 0

else:
subs_cost = 1

d[i, j] = min(d[i-1, j] + 1, # deletion
d[i, j-1] + 1, # insertion
d[i-1, j-1] + subs_cost) # substitution

return d[m, n]
Neural Architectures for Character-level NLP Why characters? Neural String Edit Distance Character-level Machine Translation 7/ 49



Levenshtein Distance Example

Transcribe kitten to sitting

k i t t e n
0 1 2 3 4 5 6

s 1 1 2 3 4 5 6
i 2 2 1 2 3 4 5
t 3 3 2 1 2 3 4
t 4 4 3 2 1 2 3
i 5 5 4 3 2 2 3
n 6 6 5 4 3 3 2
g 7 7 6 5 4 4 3

• empty string to empty string costs zero
• first column: empty string → sitting
• first row: delete kitten
• substring kit → sittin

• we got rid of ki and have sitti – change t → n
cost 4 + 1 = 5

• we have sitin and got rid of ki – delete t
cost 5 + 1 = 6

• already got rid of kit and have sitin – add n
cost 3 + 1 = 4 ← minimum
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Problem of setting the operation costs

Transliteration from latin to cyrilics: Praha → Прага
• All characters are equivalent, but diffent UTF characters
• Either an expert can write the rules for the characer costs
• Or we can try to learn the weights from data
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Learnable Edit Distance: (Ristad and Yianilos, 1998)
• Probabilistic formulation: one multimomial distribution over all possible operations
• Transcription probability (simple modification of the algorithm)

• Best derivation: Product of most probable opeartion costs (replace min with max and sum
log-probabilities)

• All derivations: Replace max with sum

Expectation
• Iterate over training data
• Do inference with curret model

(data prob. increases)
• Get expected operation counts

(forward-backward algorithm)

– Maximization
• Normalize the expected counts
• With new probability table

probability of current derivations
increases

More flexible: weights are estimated from the data
Rigid costs: do not depend on prefix or suffix
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Main idea

Do the same thing…

…and backpropagate the objective into a
contextualized neural representation.
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Model
1 2 3 4 5 6 7

<s> e q u a l </s>

1

2

3

4

5

6

7

<s>

IY

K

W

AH

L

</s>

etc.
α3,4 = P (“eq” → “IY K W”) =
α3,3 · Pins(“W”|c3,3)+
α2,3 · P (“e” → “W”|c2,3)+
α2,4 · Pdel(“q”|c2,4)

[

]

• Get contextualized
representation of input charaters
• Symbol pairs: contatenate their

representation and apply
projection
• Estimate the insert, delete and

substitute operations
probabilites from these
representations

Neural Architectures for Character-level NLP Why characters? Neural String Edit Distance Character-level Machine Translation 12/ 49



Training

The original EM algorithm assumes a discrete operation table…
…but we have continuous representations.

• Expected distribution (forward-backard algorithm) – compared to actual distribution —
optimize KL divergence between the predicted and expected distribution
• Directly optimize task-specific loss:

• String-pair classification: optimize classification likelihood
• String transduction: optimize output symbol negative log likelihood
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Neural String Edit Distance

Cognate Detection



Task

For a pair of IPA strings…

ˈzɛlɛniː zɛˈɫɛnɪj ✓
ˈɦrubiː pyknós ×
tu tam ✓

…decide if they have the same diachronic origin.

• Databases for Indo-European and Austro-Asiatic languages (Rama et al., 2018)
• Sampled positive and negative pairs, F1-measure for hits
• Use neural string edit distance to estimate the cognate probability
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Example: Scores in the dynamic programing table

Cognate
<s> v i: </s>

<s>

h

:

r

</s>

Non-cognate
<s> p a s </s>

<s>

i

n

d

</s>
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Results

Method # Param.
Indo-European Austro-Asiatic

Plain + Int. loss Time Plain + Int. loss Time

Learnable edit distance 0.2M 32.8 ±1.8 — 0.4h 10.3 ±0.5 — 0.2h
Transformer [CLS] 2.7M 93.5 ±2.1 — 0.7h 78.5 ±0.8 — 0.6h

ST
AN

CE

unigram 0.5M 46.2 ±4.9 — 0.2h 16.6 ±0.3 — 0.1h
RNN 1.9M 80.6 ±1.2 — 0.3h 15.9 ±0.2 — 0.2h
Transformer 2.7M 76.7 ±1.3 — 0.3h 16.7 ±0.3 — 0.2h

ou
rs

unigram 0.5M 78.5 ±1.0 80.1 ±0.8 1.5h 47.8 ±0.7 48.4 ±0.6 0.7h
CNN (3-gram) 0.7M 94.0 ±0.7 93.9 ±0.8 0.9h 77.9 ±1.5 76.2 ±1.9 0.5h
RNN 1.9M 96.9 ±0.6 97.1 ±0.6 1.9h 84.0 ±0.4 83.7 ±0.5 1.2h
Transformer 2.7M 87.2 ±1.6 87.3 ±1.8 1.6h 69.9 ±1.0 70.7 ±1.1 1.0h
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Ablation: IELex

Loss functions F1

Complete loss 97.1 ±0.6
— binary XENT for αm,n 96.1 ±0.3
— expectation-maximization 96.3 ±0.7

Neural Architectures for Character-level NLP Why characters? Neural String Edit Distance Character-level Machine Translation 17/ 49



Neural String Edit Distance

Transliteration & Grapheme-to-Phoneme



String Transduction Tasks

Arabic→English Transliteration

• 13k training, 1.5k validation and
testing (Rosca and Breuel, 2016)

ساندي sandy
دايي daye
ساروني saronni
أبركرمبي abercromby
كورت kurt

Grapheme-to-Phoneme Conversion

• CMUDict dataset (Weide, 2005)
• 108k training, 5k valid., 13k test
• Multiple transcriptions, during

evaluation, choose the closest one

PERRON P EH R AH N
TABUCHI T AA B UW CH IY
CUVELIER K Y UW V L IY ER
CONSUMERS’ K AH N S UW M ER Z
KINGDOMS K IH NG D AH M Z

Evaluation with Word Error Rate (WER) and Character Error Rate (CER)
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Model modifications

• Unidirectional representation of the target
• Deletion probability must not depend on the last target character
• Dirty trick: Added attention from the target representaiton to source representation
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Results: Transliteration

Method

#
Pa

ra
m

. Arabic → English
Plain + Interpret. loss Time

CER WER CER WER
RNN Seq2seq 3.3M 22.0 ±0.2 75.8 ±0.6 — — 12m
Transformer 3.1M 22.9 ±0.2 78.5 ±0.4 — — 11m

ou
rs

unigram 0.7M 31.7 ±1.8 85.2 ±0.9 31.2 ±1.4 85.0 ±0.5 36m
CNN (3-gram) 1.1M 24.6 ±0.6 80.5 ±0.3 24.5 ±0.9 80.1 ±0.9 41m
Deep CNN 3.0M 24.4 ±0.5 80.0 ±0.7 23.8 ±0.3 79.3 ±0.1 52m
RNN 2.9M 24.1 ±0.2 77.0 ±2.0 22.0 ±0.3 77.4 ±0.8 60m
Transformer 3.2M 24.3 ±0.9 79.0 ±0.7 23.9 ±1.6 78.6 ±1.3 1.2h
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Results: Grapheme-To-Phoneme

Method

#
Pa

ra
m

. CMUDict
Plain + Interpret. loss Time

CER WER Align. CER WER Align.

RNN Seq2seq 3.3M 5.8 ±0.1 23.6 ±0.9 24.5 — — — 1.8h
Transformer 3.1M 6.5 ±0.1 26.6 ±0.3 33.2 — — — 1.1h

ou
rs

unigram 0.7M 20.9 ±0.3 67.5 ±1.0 55.7 20.6 ±0.3 66.3 ±0.2 59.5 2.4h
CNN (3-gram) 1.1M 12.8 ±1.0 48.4 ±3.1 35.4 12.8 ±0.2 48.4 ±0.6 38.1 2.5h
Deep CNN 3.0M 10.8 ±0.5 41.4 ±1.9 23.3 10.8 ±0.5 42.1 ±1.6 28.8 2.5h
RNN 2.9M 7.8 ±0.3 31.9 ±1.3 44.7 7.3 ±0.4 33.3 ±1.5 48.9 2.3h
Transformer 3.2M 10.7 ±1.0 41.8 ±3.1 33.3 10.2 ±1.1 43.6 ±3.2 37.9 2.3h
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Example: Grapheme-to-Phoneme

graphemes phonemes edit operations
GOELLER G OW L ER G )G -O -E -L L )OW +L -E R )ER
VOGAN V OW G AH N V )V -O G )OW +G +AH -A N )N
ENDLER EH N D L ER +EH -E N )N D )D L )L -E R )ER
SWOOPED S W UW P T S )S W )W +UW -O -O P )P -E D )T

Viterbi decoding with a RNN-based model.
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Ablation: RNN model on transliteration

Loss functions CER WER

Complete loss 22.5 ±0.3 77.4 ±0.8
— expectation maximization 68.2 ±7.4 93.5 ±1.0
— next symbol NLL 27.2 ±1.4 81.1 ±2.2
— αm,n maximization 23.5 ±1.3 79.2 ±2.5
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Character-level Machine Translation



Curriculum Learning for Character-level MT

Towards Reasonably-Sized
Character-Level Transformer NMT
by Finetuning Subword Models

Jindřich Libovický

Alexander Fraser

Short paper at EMNLP 2020.
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Meta-survey and experiments with architectures

Why don’t people use
character-level machine
translation?

Jindřich Libovický

Helmut Schmid

Alexander Fraser

Accepted to Findings of ACL 2022.
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Character-level Machine Translation

Characters in literature and at WMT



Character-level MT in time

2016 2017 2018 2019 2020 2021
Transformer BERT

Research papers

WMT System Description papers

• RNN MT • Transformer MT ◦ Transformer repr.

• Research papers often report parity
or outperforming subwords

• The results of research papers got
never confirmed in the competitive
WMT setup

• Suspected reasons: worse quality,
5–6× slower

2018 2019 2020
Subwords 92% 93% 97%
Morphological 4% 2% 3%
Words 2% 3% —
Character 2% 2% —
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Vocabulary size in WMT submissions

2018 2019 2020
0

20k

40k

60k
Vo

ca
bu

la
ry

siz
e

Decreases in time because of low-resource languages…
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Character-level Machine Translation

Curriculum Learning



Main Idea

1.Train a subword model first
…so the model knows what words are

2.Finetune it to only use characters
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Language Pairs

English ↔ German
• WMT14 data, 4.5M training sentences
• Both Germanic languages, German with more inflection than English

English → Czech
• CzEng 1.7, 15.8M training sentences, tested on WTM18
• Slavic (but still Indo-European) language, rich morphological inflection

English → Turkish
• SETMITES2, 207k training sentences, tested on WMT18
• Turkic language, agglutinative morphology
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Results: English → German

32k 16k 8k 4k 2k 1k 500 Char

26.9 26.9 26.7
26.4 26.4

26.1
25.8

22.6

.569 .568 .568 .568 .564 .564 .561

.526

BLEU chrF3

32k 16k 8k 4k 2k 1k 500 Char Finetuned

26.9 26.9 26.7
26.4 26.4

26.1
25.8

22.6

25.2

.569 .568 .568 .568 .564 .564 .561

.526

.559

BLEU chrF3
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Results: German → English

32k 16k 8k 4k 2k 1k 500 Char Finetuned

29.8
30.1

29.6
29.3

28.6 28.5
28.1

26.6

28.2

.57 .573
.568 .567

.562
.558 .558

.543

.562

BLEU chrF3
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Results: English → Czech

32k 16k 8k 4k 2k 1k 500 Char Finetuned

21.1
20.8 20.9

20.6

20.1 20.0

19.5

18.2

19.4

.489 .488 .49 .487
.483 .482

.478

.465

.478

BLEU chrF3
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Results: English → Turkish

32k 16k 8k 4k 2k 1k 500 Char Finetuned

12.6

13.1

12.7
12.8

12.5

12.3
12.2

12.4
12.3

.455

.462
.459

.456 .457 .457 .455
.461 .459

BLEU chrF3
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Noise sensitivity

0.0 0.2 0.4 0.6 0.8 1.0

Noise probability

5

10

15

20

25

BL
EU

%

BPE 32k
BPE 16k
BPE 8k
BPE 4k
BPE 2k
BPE 1k
BPE 500
Character
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Takeways and future directions

Semantically rich units are
crutial during training

(can be unlearned eventually)
If we want to avoid subwords, we should ge such units from characters.
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Character-level Machine Translation

Architecture Innovations



Existing Character-Level Architectures: Convolutional

T h e _ c a t _ s l e e p s

CNN + highway layers

downsampling by max-pooling

• Long character-level sequence to
word-like units (Lee et al., 2017)
• Convolutions of different kernel

sizes, highway layers, max-pooling
• Succesfully used with RNNs and

matched BPE performance (not with
Transformers)
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Existing Character-Level Architectures: CANINE

Source: Clark et al. (2021); from Google, pre-print only
• Architecture for pre-trained BERT-like (encoder-only) models; strong multilingual

capabilities
• Similar with more modern building blocks
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Existing Character-Level Architectures: Charformer

Source: Tay et al. (2021); from Google, to appear to ICLR’22

• Parameter-efficient: One convolution and a lot of averaging
• Also for pre-trained representations (encoder-only), matches subwords
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State-shrinking and Two-step decoding
T h e _ c a t _ s l e e p s

character embedding processing

downsampling

Transformer encoder

# # # # # D i e _ K a

char. proc.

downsampling

Transformer
decoder

D#

Lightweight LSTM
decoder

i e _ K a
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Experiment Setup

• IWSLT’14 data for: English ↔ { Arabic, French, German }
• 200k training sentences, 1.5k validation and test
• Our own implementation in PyTorch
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Result: BLEU
M

od
el Enc. Dec. Char.

proc.
params

From English Into English
ar de fr ar de fr

downsample BLEU BLEU BLEU BLEU BLEU BLEU

BPE 16k 16516 11.2
±0.2

27.7
±0.3

36.4
±0.3

29.7
±0.2

31.6
±0.3

36.2
±0.3

Vanilla char. 658 13.5
±0.4

25.6
±0.7

34.6
±0.7

27.7
±0.8

29.4
±0.7

34.7
±0.4

Le
e-

sty
le

3 — 9672 13.1
±0.5

25.9
±0.7

35.2
±0.4

28.0
±0.4

30.2
±0.5

35.3
±0.2

5 — 9672 12.5
±0.1

25.0
±0.4

33.2
±0.1

24.9
±4.4

28.9
±0.3

34.4
±0.3

3 3 9646 11.0
±0.2

23.4
±0.4

31.7
±0.5

25.6
±0.3

28.0
±0.3

33.3
±0.4

5 5 9646 9.4
±0.5

21.8
±0.3

28.7
±1.7

23.7
±0.3

25.5
±0.3

30.9
±0.5

Ch
ar

fo
rm

er

3 — 1320 13.3
±0.3

25.9
±0.5

32.9
±0.3

27.3
±0.5

29.9
±0.3

35.1
±0.3

5 — 1320 12.2
±0.3

24.2
±0.6

31.3
±0.4

25.1
±0.6

28.1
±0.4

33.7
±0.2

3 3 1165 10.3
±0.5

23.2
±0.5

30.6
±0.4

24.5
±0.4

27.5
±0.5

32.6
±0.3

5 5 1165 8.4
±0.2

19.9
±0.2

27.4
±0.7

18.4
±3.1

23.5
±0.5

29.2
±0.7

Ca
ni

ne

3 — 6446 12.6
±0.3

25.4
±0.5

33.2
±0.6

26.1
±0.5

29.1
±0.4

34.5
±0.4

5 — 7470 11.2
±0.2

22.5
±0.4

30.5
±0.5

22.1
±0.6

27.3
±0.3

32.5
±0.5

3 3 6291 10.3
±0.5

22.4
±0.3

30.2
±0.5

23.7
±0.9

25.9
±1.0

32.5
±0.3

5 5 7444 6.9
±0.4

19.1
±0.4

27.9
±0.6

15.4
±0.3

23.2
±0.2

27.9
±0.6

chrF and COMET are consistent (in the paper)

• Two-step architecture as fast as
BPEs, but low quality
• Downsampling 3 much better than

downsampling 5

BPE > Lee-style > Vanilla
char. > everything else
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Takeaways

• Lee-style encoder works the best
• Two-step decoding matches the speed, but worse quality

Let’s try the best option in a competitive setup.
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Character-level Machine Translation

Architecture comparison



Competitive data setup

Previous work makes optimistic conclusions based on small and old datasets…
…let’s do it properly

→

• CzEng 2.0 corpus (Kocmi et al., 2020)
• 61M authentic parallel sentences

50M back-translated

→

• Data mix Edinburgh used for
WMT’21 submission (Chen et al.,
2021)

• 66M authentic parallel sentence
52M back-translated

…data almost comparable to best WMT submissions
(tagged back-translation, Transformer BIG architecture, FairSeq)
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Extensive evaluation

Character-level methods often motivated by morphological generalization and noise
robustness.
• Quality: BLEU, chrF, COMET in News, IT and medical domain
• Gender dataset
• Morpheval: Specific morphological phenomena
• Recall of novel forms and lemmas (in news)
• Quality under sampled noise
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Results: English-Czech

News IT Medical Gender
Acc.

Avg.
Mor-

pheval

Recall of novel Noisy
set

chrFBLEU COMET BLEU COMET BLEU COMET Forms Lemmas

BPE 16k 30.8
±0.8

.672
±.022

34.5
±1.3

.889
±.022

26.4
±1.4

.734
±.037 71.3 86.6 33.7

vs. 63.7
48.5
vs. 71.1

.436
±.002

BPE to char. 28.4
±0.8

.597
±.024

31.4
±1.2

.821
±.025

23.6
±1.3

.674
±.039 68.9 87.0 34.3

vs.
47.4

vs.
.436
±.001

Vanilla char. 27.7
±0.7

.550
±.026

30.0
±1.2

.778
±.028

23.3
±1.3

.663
±.039 70.2 86.4 34.4

vs. 61.0
47.4
vs. 68.7

.493
±.001

Lee-style enc. 28.8
±0.8

.609
±.024

31.7
±1.3

.849
±.024

24.3
±1.3

.696
±.038 65.6 86.6 34.1

vs. 61.7
48.5
vs. 69.2

.497
±.001

• Characters worse in everything, incl. domain robustness
• No signs of better morphological generalization
• Strictly better for noisy inputs
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Results: English-German

News IT Medical Gender
Acc.

Avg.
Mor-

pheval

Recall of novel Noisy
set

chrFBLEU COMET BLEU COMET BLEU COMET Forms Lemmas

BPE 16k 31.5
±0.9

.418
±.021

45.6
±1.3

.622
±.021

38.7
±1.6

.569
±.034 66.5 90.6 40.2

vs. 72.3
51.0
vs. 67.0

.464
±.002

BPE to char. 29.1
±0.8

.360
±.022

46.5
±1.3

.617
±.021

36.0
±1.4

.513
±.035 71.2 91.3 45.1

vs. 71.1
50.8
vs. 65.5 .465

Vanilla char. 27.8
±0.8

.321
±.023

45.3
±1.3

.600
±.022

35.6
±1.4

.496
±.036 71.2 91.4 50.7

vs. 64.3
45.1
vs. 70.2

.504
±.001

Lee-style enc. 29.1
±0.8

.363
±.022

46.5
±1.3

.619
±.022

36.5
±1.4

.500
±.037 74.0 91.5 44.5

vs. 77.1
50.8
vs. 65.5

.515
±.001

• Same results as for Czech
• Slightly better morphological generalization
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Takeways

The only thing where characters
are better is noise robustness
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Neural Architectures for Character-level NLP

Summary
• Neural String Edit Distance can be a viable alternative for

character-level tasks
• Machine translation needs semantically rich units and shorter

sequences
• Modern architectures that work elsewhere are to weak for MT
• The best character-level architecture: Lee-style encoding
• Many research papers about character-level MT tend to

overclaim
• The only advantage of character-level: noise robustness

https://ufal.mff.cuni.cz/jindrich-libovicky

https://ufal.mff.cuni.cz/jindrich-libovicky
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