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Introduction

Transformers generalize poorly to longer AND
shorter sequence editing examples. Similar trends
can be observed on MT task.

Methods

Split data to buckets based on target-side length.
Train a separate NMT system on each training
bucket and evaluate it on the validation buckets.

Results

Strong implication of target-side-length overfitting

In Transformers that use absolute position encod-

Ing.

e Higher train-test length difference — higher per-
formance drop.

e Hypothesis length similar to that of training data.

e Length overfitting could be avoided with rela-

tive position embeddings (Neishi and Yoshinaga,
2019).
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