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Abstract

Interpreters facilitate multi-lingual meetings but the affordable
set of languages is often smaller than what is needed. Automatic
simultaneous speech translation can extend the set of provided
languages. We investigate if such an automatic system should
rather follow the original speaker, or an interpreter to achieve
better translation quality at the cost of increased delay.

To answer the question, we release Europarl Simultaneous
Interpreting Corpus (ESIC), 10 hours of recordings and tran-
scripts of European Parliament speeches in English, with si-
multaneous interpreting into Czech and German. We evalu-
ate quality and latency of speaker-based and interpreter-based
spoken translation systems from English to Czech. We study
the differences in implicit simplification and summarization of
the human interpreter compared to a machine translation sys-
tem trained to shorten the output to some extent. Finally, we
perform human evaluation to measure information loss of each
of these approaches.

Index Terms: speech translation, machine translation, simulta-
neous interpreting corpus, interpreting

1. Introduction

Multilingual events with participants without a common lan-
guage are often simultaneously interpreted by humans. Auto-
matic simultaneous speech translation can increase the language
coverage where human interpreting is not available, e.g. be-
cause of capacity reasons. Assuming the presence of a human
interpreter, speech translation can rely on the original speech as
the source, or by translating the speech of the interpreter. In this
work, we compare the features of these two options.

The direct source-to-target translation is supposed to be fast
(no latency introduced by the interpreter), and more literal, and
therefore very detailed. However, the verbosity might be un-
comfortable for final users to follow, if the speech is too fast
or disfluent. The indirect interpreter-to-target translation might
benefit from the fact that interpreters tend to compress and sim-
plify [1, 2], on the other hand, it could decrease adequacy.

In this work, we examine two possible sources and one tar-
get language. However, we put aside the effects of varying qual-
ity of speech recognition and machine translation. They can fa-
vor any option, depending on the specific version of the tools
and other conditions. We focus on the evaluation of latency,
shortening and simplification, and human assessment of infor-
mation loss. We prepare a new evaluation corpus ESIC (Eu-
roparl Simultaneous Interpreting Corpus v.1.0) with 10 hours of
English speeches with transcripts, translations and transcripts of
simultaneous interpreting into Czech and German.

2. Related Work
The plenary sessions of European Parliament (EP) are a useful
source of parallel data, known well from the multi-parallel text-
to-text corpus Europarl [3]. The recent speech-to-text corpus
Europarl-ST [4] is a collection of short audio-translation seg-
ments for bilingual or multi-target speech-to-text translation. It
contains only the audio of original speakers, not the interpreters.

The corpora EPTIC [2], EPIC [5] and EPIC-Ghent [6] are
small collections of transcribed interpretings from European
Parliament created for analyses of interpreting. They contain
only selected languages, not including English, German and
Czech. They do not contain timestamps and audios of inter-
preting, and their accessibility is restricted. The other corpora
of simultaneous interpreting [7, 8] focus on other languages.

Additionally, text simplification in the context of machine
translation remains an open problem. The existing methods fo-
cus on augmenting the translation model with length tokens
or positional encoding to control the length of the output text
[9, 10]. For an overview, we refer the reader to Lakew [11].

3. ESIC: Corpus Composition
Since 2008, the EP is publishing the audios of simultaneous in-
terpreting into all 22 EU official languages in that time. Until
2011, it was publishing the revised transcripts and translations
into all EU languages. The period of 2008 to 2011 is a valuable
resource containing parallel revised translations and simultane-
ous interpreting, which we decided to study.

We focus on English, the most common European lingua
franca, as the source, and on simultaneous interpreting into Ger-
man and Czech. German is a language with second most speak-
ers in EU, and it often serves as interpreting target at many in-
ternational events. Czech is an example target language into
which it might be translated automatically.

We downloaded the data and aligned the revised transcripts
and audio by metadata. We processed the speeches with auto-
matic diarization [12] to roughly annotate their beginning and
end timestamps in long recordings of the whole sessions. For
simplicity, we decided to exclude the president because his or
her utterances while chairing the sessions were often not tran-
scribed, or not word-for-word. We also excluded speeches
which we could not align due to error in metadata or in auto-
matic processing, which were shorter than 30 seconds, or whose
Czech translation or interpreting was missing.

Next, we selected 10 hours of speeches into validation and
evaluation set. We decided to eliminate the potentially mali-
cious overlap of ESIC dev-test with Europarl-ST train set. We
identified the speakers of Europarl-ST English-German dev-
test, found all their speeches in our data, and included them
into ESIC dev-test. To cover full 10 hours, we added addi-
tional 28 randomly selected speeches, regardless the speakers
in Europarl-ST. We marked them so that the users can be aware.



Table 1: Size statistics of ESIC corpus. The two numbers in
each cell are the number of sentences (or documents, in the row
of Verbatim transcription), and number of words.

Source Interpreting into
English German Czech

Dev

Revised 2019 44986 2015 42969 2019 37017
Verbatim 179 47478 179 38956 179 33863
Ortho 2772 45862 2818 38482 2736 33163
Duration 5h8m38s 5h9m17s 5h10m30s

Test

Revised 1997 45068 1991 42347 1997 36600
Verbatim 191 47331 191 39115 191 34464
Ortho 2693 45640 2900 38738 2720 33747
Duration 5h3m54s 5h2m23s 5h6m16s

3.1. Manual Revisions

We manually revised the segmentation into individual speeches
in all three tracks (English source, Czech and German interpret-
ing) because the automatic diarization was inaccurate at begin-
nings and ends. In the next steps, we manually transcribed the
interpreters following fixed annotation guidelines. Our anno-
tators marked false starts, unintelligible words, short insertions
in different languages and swapping voices, so that ESIC users
can decide to handle them in a particular way. They transcribed
and marked the segments which could not be easily transferred
from orthography to verbatim, e.g. the non-canonical forms of
numerals, dates, loaned named entities and acronyms. They in-
serted orthographic punctuation and spelling, but did not do any
changes in syntax, even when the interpreter’s syntax could be
considered as ungrammatical. Hesitations were not marked. In
sum, we ended up with three versions: Revised as downloaded
from the web, Verbatim which does not include any punctua-
tion, but does include false starts, and Ortho with punctuation
and without false starts.

The transcripts of English sources were revised in the same
way as those of interpreters’, but the annotator re-used the tran-
scripts from the web, which were manually revised and normal-
ized by EP staff for comfortable reading. They often differed
from the verbose ones in the way of addressing the president
and Parliament at the introduction, in the correction of disflu-
encies and grammar, use of more formal named entities or de-
compressed acronyms, and removal of side and organizational
comments. Also, the concluding “thank you” to the president
was added by our revision.

Furthermore, our annotator marked, with the use of the
video-recording, whether the speech was spontaneous, or read,
because we believe it has a big impact on the grammar, style
and complexity of translation. In rare cases, we excluded
speeches given in another language than in English, but short
code switching, e.g. the salutation of the president in his or her
native language, were kept for authenticity.

Finally, we used MAUS forced aligner [13] for English,
German and Czech to obtain the word-based timestamps. The
corpus statistics are in Table 1.

3.2. Ethics

We received the authorisation to repackage and publish the texts
and audios of the speakers on the EP plenary sessions, and the
transcripts of interpreters1. Since the interpreters’ voices are
considered as personal data, we do not publish them together
with the corpus. However, they are publicly available on the
web of EP, and we can publish the links and instructions that
every user of our corpus can follow to obtain them.

1Available at http://hdl.handle.net/11234/1-3719.

4. Translation Systems
In the next sections, we compare three options for translation of
English speech into Czech: human interpreting into Czech (CS-
INT), human interpreting into German (DE-INT) followed by a
machine translation system into Czech (DE-CS), and a machine
translation model directly into Czech, which was additionally
trained to shorten source text (EN-CS).

4.1. Machine Translation

EN-CS is a Transformer-Base [14] machine translation model
trained using Marian [15] on CzEng 1.7 [16] using the default
hyperparameters. It was biased during training by providing
training examples illustrating shortening. Specifically, sentence
pairs from the parallel corpus were selected only if the Czech
sentence had not more than 86% of the number of subword units
compared to the English counterpart. Given that in the CzEng
corpus, Czech sentences are on average 10% longer than their
English translations in terms of subword units, our requirement
corresponds to EN:CS compression factor of 1:0.78.

In comparison to an identical model trained on the full cor-
pus, we observed a decrease in both mean length of the transla-
tion and BLEU score with the shortening model.

Furthermore, we observed that the model often performs
shortening by replacing words and phrases with their synonyms
with fewer subword units, but preserves the syntax, which
does not significantly differ from the baseline non-shortening
model’s translation. This is in contrast to human interpreting
strategy [1]. Human interpreters tend to segment the source sen-
tence into small units and translate them as individual sentences.
Furthermore, they use generalization and summarization of the
whole clauses, and other techniques such as passivization to
consolidate the word order between source and target.

DE-CS is trained on 8M sentence pairs from Europarl and
Open Subtitles [3, 17], the only public parallel corpora of Ger-
man and Czech, and validated on newstest. The Transformer-
based system runs in Marian [15] and reaches 18.8 cased BLEU
on WMT newstest-2019. It is not adapted for simultaneous
translation which would need translation stability and partial
translation for partial sentences [18, 19].

4.2. Low-Latency ASR

We use online German and English ASR systems originally pre-
pared for lectures [20]. They emit partial hypotheses in real
time, and correct them as more context is available. German is
a hybrid HMM-DNN model (DE ASR). The same system was
used also by KIT Lecture Translator [21]. English is neural
sequence-to-sequence ASR [22]. They are connected in a cas-
cade with a tool for removing disfluencies and inserting punc-
tuation [23] and with the MT systems. The cascade is the same
as the one of the ELITR project at IWSLT 2020 [24].

5. Latency
We aim to compare the latency of interpreting and machine
translation. Note that the comparison is inevitably limited by
different output modalities. The interpreters produce speech,
and the machine translation text. We disregard the perception
effects of hearing versus reading.

We need to assess the time when each word in source, inter-
preting and machine translation was produced. For the source
and interpreting, we have word-based timestamps from forced
alignment tool. For the re-translating machine translation, we
use the finalization time of a target word as in [19]. It is the
first time when the system produces the word, and the word



and all its preceding words remain unchanged until the end of
the session. This definition is rather harsh because it penalizes
subtle, cosmetic changes in translation output the same way as
meaning-altering re-translations. It is possible that a real user
reads the translation earlier than at finalization time, and does
not notice short flicker in previous words. However, the final-
ization time is an upper bound for the word production time.

The “latency” is the difference of times of the source word
and its “corresponding” word in the target. We assess the corre-
spondence with automatic word alignment.

5.1. Word Alignment

We aligned English source transcripts and target interpreting or
machine translation at the word level with fast align [25] after
tokenizing [26] and trimming them to 5 characters as a trivial
form of lemmatization. We processed all 370 ESIC documents,
treating each as a single sentence. We added relevant sentence-
aligned texts to fast align training data, to expand the vocabu-
lary: revised translations of Europarl (around 4 thousands doc-
uments from the same period) for interpreting, and the source
and target sentence prefixes for machine translation. We ob-
tained forward and backward alignments, and removed those
going back in time, assuming that the interpreters do not risk
predicting content. Finally, we intersected them. Based on a
small manual check, the resulting word alignments were rea-
sonably good, despite that fast align is designed for individual
sentences and our documents were much longer.

5.2. Latency Comparison

The latency is summarized in Table 2. Both CS-INT and DE-INT
have average latency around 4 seconds. In 90% of the source
words that were aligned to any target word, the latency is below
7 seconds. In small number of cases, in around 1%, the latency
is larger than 23 seconds. It can be caused either by interpreters
using so long translation unit, or a rare error in the automatic
alignment. The methodology is the same for all options, there-
fore we assume that the error rate is homogeneous, although
unknown, so the results are comparable.

The machine translation systems used in our work have
larger latency than interpreters: EN-CS around 7 seconds, DE-
CS around 5 seconds. There are two reasons why their latencies
differ, and why they are so large. First, EN-CS uses end-to-end
ASR, which is approximately 1 second slower than the hybrid
ASR of DE-CS. Second, both systems are used for re-translating
growing system prefixes, despite they were trained on full sen-
tences. The first word in the sentence is often finalized after
the whole sentence is completed by the speaker. The English
source speakers tend to make long sentences, sometimes even
30 seconds, while the DE-INT makes shorter ones.

The systems thus translate much longer units than inter-
preters, and therefore have larger latency. We hypothesize that
more advanced translation system could have latency compa-
rable to the interpreter. Assuming that the interpreters always
wait optimally for meaningful translation units, their latency is
an upper bound for the waiting. Machine processing (speech
recognition and translation) can take up to 1 second. ESIC cor-
pus can serve for tuning the parameter k of wait-k models [27]
for simultaneous translation, so the resulting latency of wait-k
is the same as interpreters’.

The indirect DE-INT+DE-CS option has latency around 10
seconds between English and Czech, i.e. roughly twice larger
than a single interpreter. This is comparable to relay interpreting
via one intermediate pivot language. Relay interpreting is used
in real-life settings, so real users might be accustomed to la-

Table 2: Latency of interpreting and machine translation from
English to Czech (white background), based on automatic word
alignments, in seconds. Gray rows break down the two in-
termediate components of the indirect translation: English-to-
German interpreter and German-to-Czech translation. The per-
centile indicates that, e.g. 90% of aligned words fit under 7 sec.

Percentile ≤
avg±std 50% 90% 99%

de
v

CS-INT 4.17 ± 4.32 3.21 7.06 22.14
EN-CS 7.56 ± 5.65 5.97 15.26 27.00
DE-INT+DE-CS 9.90 ± 6.75 8.57 17.00 34.78

(DE-INT) 4.26 ± 5.00 3.08 7.34 24.88
(DE-CS) 4.92 ± 4.78 3.75 10.17 21.38

te
st

CS-INT 3.99 ± 4.38 3.00 6.77 22.23
EN-CS 7.68 ± 6.28 5.98 15.17 30.38
DE-INT+DE-CS 9.84 ± 7.16 8.43 17.08 36.70

(DE-INT) 4.03 ± 4.70 3.02 6.64 23.27
(DE-CS) 5.07 ± 4.89 3.90 10.56 20.95

tencies around 10 seconds. Therefore, we consider the indirect
path of interpreter followed by machine translation as feasible
from the latency point of view.

6. Shortening and Complexity
We aim to compare the shortening and simplification capability
of interpreting vs direct machine translation systems.

First, the translation length. Syllables are units independent
on the orthography and phonemic inventory of the languages,
and they are capable to express shortening rate of translation
into multiple languages. Therefore, we used grapheme-to-
phoneme and syllabification tool [28] for estimating the number
of syllables in English, Czech and German source, interpreting
and translation. The results are in Table 3. We also demonstrate
that German uses more characters per syllable than Czech, due
to smaller character inventory. This fact has to be considered
especially in speech-to-text translation.

The results show that there is nearly no difference in trans-
lation length of interpreting, indirect DE-INT+DE-CS, and our
shortening model for direct speech translation (EN-CS). On av-
erage, one English syllable is translated into one Czech syllable.
The revised text translation CS-REF are longer than source, there
is 1.19 syllable for 1 source syllable. The first reason might be
that it is manually revised and adapted for reading. Shorten-
ing and simplification is not desirable in translation, while in
interpreting it is necessary. The second possible reason is that
interpreting might be unreliable. It may contain outages, and
therefore be short.

Next, we compare the vocabulary complexity. We rank
Czech words from the CzEng corpus by frequencies, such that
the most common word has rank 1, and the least common word
has the rank of number of unique words. The “comma” and
“full stop” characters were removed before the evaluation. Ta-
ble 4 shows the mean and standard deviation of log ranks for
each system across the documents in the test set. We test
whether the mean log rank of EN-CS is statistically equal to that
of DE-CS. Using the two-sample Z-test, we reject this hypoth-
esis with p < 0.01. Thus, we conclude that the translations
EN-CS (machine) and CS-REF (human), which do not contain
any interpreter component, use a more complex vocabulary than
both setups involving an interpreter, CS-INT and DE-CS.

7. Quality
We estimate the quality of machine translation with an auto-
matic metric, and manually assess content preservation.



Table 3: Length rate of source to target of ESIC test set. For
example, CS-REF has 1.19-times more syllables than English
source. There is average and standard deviation on all test doc-
uments.

System Syllables Characters
CS-REF 1.19 ± 0.12 0.93 ± 0.09
CS-INT 1.03 ± 0.17 0.80 ± 0.13
EN-CS 1.03 ± 0.10 0.82 ± 0.04
DE-INT+DE-CS 1.01 ± 0.16 0.79 ± 0.12
DE-INT 1.01 ± 0.15 0.99 ± 0.14

Table 4: Mean and standard deviation of log word frequency
ranks calculated from translations of the test set. The column
“words” denotes the sample size (number of words in the trans-
lation). The proportion of out-of-vocabulary words is less than
0.5 % for each system.

System avg ± std words
EN-CS 6.42 ± 2.89 32 488
DE-CS 6.16 ± 2.85 32 703
CS-INT 6.15 ± 2.83 32 992
CS-REF 6.32 ± 2.93 37 182

7.1. BLEU against two References

In Table 5, we provide the BLEU [29] score of the indirect
translation of German interpreting (DE-CS) and the direct EN-
CS translation. We measure the score against two possible ref-
erences: the revised text translation, and transcript of Czech in-
terpreting. The sources are gold transcripts, not ASR, therefore
it is an upper bound for translation quality in a real event.

We expected that DE-CS will be closer to CS-INT reference
than EN-CS, but it is not. It might be caused by different inter-
preting strategies, and variability of translation, and too literal
translation from German. We however refrain from the interpre-
tation that DE-CS is of lower quality, since it has been previously
shown that BLEU negatively correlates with simplicity [30].

7.2. Content Preservation

To compare the difference in text simplification between ma-
chine translation and a human interpreter, we manually check
the amount of information from the source text preserved in the
translation. We employed two human annotators. They are both
non-experts on the EP debates, non-native speakers of English,
and native speakers of Czech. The first one, a professional trans-
lator, worked 5 hours and annotated 107 sentences. The sec-
ond one, a computer linguist, contributed 20 sentences (1 hour).
The annotators were provided with English revised transcripts
of the whole document, and the translation candidates of auto-
matic systems, interpreting and reference in Czech. They were
all blinded and in random order. One random sentence from the
source document was highlighted for assessment. The annota-
tors were asked to express to what extent the information from
the highlighted source sentence was preserved in the translation
candidates, on a scale from 0 to 100. For comparability, they
were asked to rate all the 6 candidates at once.

Table 6 indicates that EN-CS applied to the golden transcript
preserves a similar amount of information as the manual trans-
lation. Involving any interpreter (DE-CS and CS-INT) leads to a
considerable loss. ASR as the source for MT instead of gold
transcripts significantly reduces translation quality, and loses
further information (EN ASR+EN-CS and DE ASR+DE-CS).

The aggregated scores of the two annotators are consistent.
The second annotator reports that in many cases, the difference
in non-ASR based translations were subtle and probably unim-

Table 5: BLEU score between EN-CS, DE-CS and both Czech
reference translations. BLEU requires a 1-1 correspondence
between candidate and reference segments. We either treat the
whole test set as one segment (“BLEU agg”) or each speech in
the test set as one segment (“BLEU one”).

Reference System BLEU agg BLEU one
CS-INT EN-CS 21.4 13.8
CS-INT DE-CS 19.9 10.4
CS-REF EN-CS 27.6 22.6
CS-REF DE-CS 21.1 13.2

Table 6: Manual assessment of information preserved.
System avg ± std avg ± std
CS-REF 0.77 ± 0.32 0.86 ± 0.11
EN src trans.+EN-CS 0.70 ± 0.33 0.89 ± 0.10
DE-INT trans.+DE-CS 0.49 ± 0.37 0.60 ± 0.29
CS-INT 0.47 ± 0.39 0.77 ± 0.20
EN ASR+EN-CS 0.38 ± 0.36 0.58 ± 0.28
DE ASR+DE-CS 0.19 ± 0.29 0.37 ± 0.27
Annotator 107 sent., 5h 20 sent., 1h

portant for the intended audience at the live event. For example,
there was a substitution of “president’s office” and “the presi-
dent”, as a subject in the sentence, and such cases were penal-
ized slightly. In some cases, the translation of the highlighted
sentence could not be found in the target, probably due to in-
terpreter overload, and was largely penalized. It explains the
low scores of the interpreting-based systems. Future evaluations
could be provided by domain experts capable of considering the
importance factor of particular facts. Also, the frequency of in-
terpreting outages can be estimated by a targeted evaluation.

Our evaluation process has limitations, e.g. the source be-
ing presented to the annotators only as English text, without au-
diovisual information. The gender of the speaker and addressed
persons was thus often unclear, and its translation could not be
evaluated. The interpreters use correct and consistent gender
markers, while machine translation from English does not.

8. Conclusion
In this work, we release ESIC 1.0, a corpus with 10 hours of Eu-
ropean Parliament speeches in English with transcripts, transla-
tions, and transcripts of simultaneous interpreting into Czech
and German. We make it available for future work in speech
translation and other areas:

http://hdl.handle.net/11234/1-3719

We conclude that the automatic BLEU score is unable to
distinguish whether the source-to-target or interpreter-to-target
translation is better, due to the simplification feature of inter-
preting. We compare direct and indirect speech translation by
latency, and show that the indirect option could be comparable
to relay interpreting. On the other hand, interpreter-based trans-
lation leads to shorter targets with significantly less complex
vocabulary. A limited human assessment shows that more in-
formation is preserved in direct translation than in interpreting-
based translations, and that far more content survives in trans-
lation from gold transcripts than from online ASR.
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