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Institute of Formal and Applied Linguistics,
Faculty ofMathematics and Physics,
Charles University, Czech Republic

Introduction
The unsupervised pretraining using monolingual corpora is
very important for the low-resource neural machine trans-
lation (NMT). However, due to the small amount of parallel
data, the NMT network can still overfit during the MT fine-
tuning phase so an additional model regularization during
fine-tuning is necessary.
We show that Elastic Weight Consolidation (EWC) can be
used during the fine-tuning phase to regularize parts of the
network that were pretrained usingmonolingual data.

Methods
We initialize theNMT system using a pretrained source and
target-side languagemodels (LMs).
Then, we add the following source-side (and similarly
target-side) regularization term to the NMT loss:
Lewc−src(θ) =

∑
i ,θi⊂θsrc

λ

2
Fsrc,i(θi − θ?src,i)2 (1)

We estimate Fisher information Fsrc using the source-side
validation data.

Results
SRC TGT ALL

Baseline 15.68 – – –
Backtrans. 19.65 – – –
LM best – 13.96 15.56 16.83
EWCbest – 10.77 15.91 14.10
LM ens. – 15.16 16.60 17.14
EWC ens. – 10.73 16.63 14.66

EWC is an useful regularizer
if the original and fine-tuning
tasks are closely related.

Take a picture to download the full paper

Thisworkhas been in part supportedbyproject no. 19-26934X (NEUREM3)of theCzechScienceFoundation, theby theCharlesUniversity SVVproject number260453
and by the grant no. 1140218 of the Grant Agency of the Charles University.

10 20 30 40 50

5.0

5.5

6.0

6.5

7.0

7.5

Training time (h)

Pe
rpl
exi
ty

EWC-reg
LM-regno-reg

EWC-regularized decoder fine-tuning con-
verges much faster than the fine-tuning using
the original LM objective as a regularizer.

0.5 1 1.5 2 2.5
·107

5

10

15

Number of Sentences

BL
EU

depth-2
depth-4
depth-6

no pretraining

EWC does not work well if the encoder
LM pretraining (left-side-only context) differs
from the NMT encoder (bidirectional con-
text).

Code available in NeuralMonkey:
Github Repository: ufal/neuralmonkey
Branch: ewc_aclsrw2019


