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Abstract

Grammatical error correction in English is a long studied problem with many existing systems and datasets. However, there has been only a limited research on error correction of other languages. In this paper, we present a new dataset AKCES-GEC on grammatical error correction for Czech. We then make experiments on Czech, German and Russian and show that when utilizing synthetic parallel corpus, Transformer neural machine translation model can reach new state-of-the-art results on these datasets. AKCES-GEC is published under CC BY-NC-SA 4.0 license at http://hdl.handle.net/11234/1-3057, and the source code of the GEC model is available at https://github.com/ufal/low-resource-gec-wnut2019.

1 Introduction

A great progress has been recently achieved in grammatical error correction (GEC) in English. The performance of systems has since CoNLL 2014 shared task (Ng et al., 2014) increased by more than 60% on its test set (Bryant et al., 2019) and also a variety of new datasets appeared. Both rule-based models, single error-type classifiers and their combinations were due to larger amount of data surpassed by statistical and later by neural machine translation systems. These address GEC as a translation problem from a language of ungrammatical sentences to a grammatically correct ones.

Machine translation systems require large amount of data for training. To cope with this issue, different approaches were explored, from acquiring additional corpora (e.g. from Wikipedia edits) to building a synthetic corpus from clean monolingual data. This was apparent on recent Building Educational Applications (BEA) 2019 Shared Task on GEC (Bryant et al., 2019) when top scoring teams extensively utilized synthetic corpora.

The majority of research has been done in English. Unfortunately, there is a limited progress on other languages. Namely, Boyd (2018) created a dataset and presented a GEC system for German, Rozovskaya and Roth (2019) for Russian, Náplava (2017) for Czech and efforts to create annotated learner corpora were also done for Chinese (Yu et al., 2014), Japanese (Mizumoto et al., 2011) and Arabic (Zaghouani et al., 2015).

Our contributions are as follows:

- We introduce a new Czech dataset for GEC. In comparison to dataset of Šebesta et al. (2017) it contains separated edits together with their type annotations in M2 format (Dahlmeier and Ng, 2012) and also has two times more sentences.
- We extend the GEC model of Náplava and Straka (2019) by utilizing synthetic training data, and evaluate it on Czech, German and Russian, achieving state-of-the-art results.

2 Related Work

There are several main approaches to GEC in low-resource scenarios. The first one is based on a noisy channel model and consists of three components: a candidate model to propose (word) alternatives, an error model to score their likelihood and a language model to score both candidate (word) probability and probability of a whole new sentence. Richter et al. (2012) consider for a given word all its small modifications (up to character edit distance 2) present in a morphological dictionary. The error model weights every character edit by a trained weight, and three language models (for word forms, lemmas and POS tags) are used to choose the most probable sequence of corrections. A candidate model of Bryant and Briscoe
(2018) contains for each word spell-checker proposals, its morphological variants (if found in Automatically Generated Inflection Database) and, if the word is either preposition or article, also a set of predefined alternatives. They assign uniform probability to all changes, but use strong language model to re-rank all candidate sentences. Lacroix et al. (2019) also consider single word edits extracted from Wikipedia revisions.

Other popular approach is to extract parallel sentences from Wikipedia revision histories. A great advantage of such an approach is that the resulting corpus is, especially for English, of great size. However, as Wikipedia edits are not human curated specifically for GEC edits, the corpus is extremely noisy. Grundkiewicz and Junczys-Dowmunt (2014) filter this corpus by a set of regular expressions derived from NUCLE training data and report a performance boost in statistical machine translation approach. Grundkiewicz et al. (2019) filter Wikipedia edits by a simple language model trained on BEA 2019 development corpus. Lichtarge et al. (2019), on the other hand, report that even without any sophisticated filtering, Transformer (Vaswani et al., 2017) can reach surprisingly good results when used iteratively.

The third approach is to create synthetic corpus from a clean monolingual corpus and use it as additional data for training. Noise is typically introduced either by rule-based substitutions or by using a subset of the following operations: token replacement, token deletion, token insertion, multi-token swap and spelling noise introduction. Yuan and Felice (2013) extract edits from NUCLE and apply them on a clean text. Choe et al. (2019) apply edits from W&I+Locness training set and also define manual noising scenarios for preposition, nouns and verbs. Zhao et al. (2019) use an unsupervised approach to synthesize noisy sentences and allow deleting a word, inserting a random word, replacing a word with random word and also shuffling (rather locally). Grundkiewicz et al. (2019) improve this approach and replace a token with one of its spell-checker suggestions. They also introduce additional spelling noise.

3 Data

In this Section, we present existing corpora for GEC, together with newly released corpus for Czech.

3.1 AKCES-GEC

The AKCES (Czech Language Acquisition Corpora; Šebesta, 2010) is an umbrella project comprising of several acquisition resources – CzeSL (learner corpus of Czech as a second language), ROMi (Romani ethnolect of Czech Romani children and teenagers) and SKRIPT and SCHOLA (written and spoken language collected from native Czech pupils, respectively).

We present the AKCES-GEC dataset, which is a grammar error correction corpus for Czech generated from a subset of AKCES resources. Concretely, the AKCES-GEC dataset is based on CzeSL-man corpus (Rosen, 2016) consisting of manually annotated transcripts of essays of non-native speakers of Czech. Apart from the released CzeSL-man, AKCES-GEC further utilizes additional unreleased parts of CzeSL-man and also essays of Romani pupils with Romani ethnolect of Czech as their first language.

The CzeSL-man annotation consists of three Tiers – Tier 0 are transcribed inputs, followed by the level of orthographic and morphemic corrections, where only word forms incorrect in any context are considered (Tier 1). Finally, the rest of errors is annotated at Tier 2. Forms at different Tiers are manually aligned and can be assigned one or more error types (Jelínek et al., 2012). An example of the annotation is presented in Figure 1, and the list of error types used in CzeSL-man annotation is listed in Table 1.

We generated AKCES-GEC dataset using the three Tier annotation of the underlying corpus. We employed Tier 0 as source texts, Tier 2 as corrected texts, and created error edits according to the manual alignments, keeping error annotations where available.¹ Considering that the M2 format (Dahlmeier and Ng, 2012) we wanted to use does not support non-local error edits and therefore cannot efficiently encode word transposition on long distances, we decided to consider word swaps over at most 2 correct words a single edit (with the constant 2 chosen according to the coverage of long-range transpositions in the data). For illustration, see Figure 2.

The AKCES-GEC dataset consists of an explicit train/development/test split, with each set divided into foreigner and Romani students; for de-

¹The error annotations are unfortunately not available in the whole underlying corpus, and not all errors are annotated with at least one label.
The detailed statistics of the dataset are presented in Table 2. The AKCES-GEC dataset is released under the CC BY-NC-SA 4.0 license at http://hdl.handle.net/11234/1-3057.

We note that there already exists a CzeSL-GEC dataset (Šebesta et al., 2017). However, it consists only of a subset of data and does not contain error types nor M2 files with individual edits.

3.2 English

Probably the largest corpus for English GEC is the Lang-8 Corpus of Learner English (Mizumoto...
Train | Dev | Test
--- | --- | ---
Foreign. Slavic | 1 816 | 27 242 | 289 439 | 22.2 % | 70 | 1 161 | 14 243 | 21.8 % | 69 | 1 255 | 14 984 | 18.8 %
 Other | 45 | 804 | 8 331 | 23.8 % | 45 | 879 | 9 624 | 20.5 %
Romani | 1 937 | 14 968 | 157 342 | 20.4 % | 80 | 520 | 5 481 | 21.0 % | 74 | 542 | 5 831 | 17.8 %
Total | 3 753 | 42 210 | 446 781 | 21.5 % | 195 | 2 485 | 28 055 | 22.2 % | 188 | 2 676 | 30 439 | 19.1 %

Table 2: Statistics of the AKCES-GEC dataset – number of documents, sentences, words and error rates.

et al., 2011; Tajiri et al., 2012). It comes from an online language learning website, where users are able to post texts in language they are learning. These texts then appear to native speakers for correction. The corpus has over 100,000 raw English entries comprising of more than 1M sentences. Due to the fact that texts are corrected by online users, this corpus is also quite noisy.

Other corpora are corrected by trained annotators making them much cleaner but also significantly smaller. NUCLE (Dahlmeier et al., 2013) has 57,151 sentences originating from 1,400 essays written by mainly Asian undergraduate students at the National University of Singapore. FCE (Yannakoudakis et al., 2011) is a subset of the Cambridge Learner Corpus (CLC) and has 33,236 sentences from 1,244 written answers to FCE exam questions. Recent Write & Improve (W&I) and LOCNESS v2.1 (Bryant et al., 2019; Granger, 1998) datasets were annotated for different English proficiency levels and a part of them also comes from texts written by native English speakers. Altogether, it has 43,169 sentences.

To evaluate system performance, CoNLL-2014 test set is most commonly used. It comprises of 1,312 sentences written by 25 South-East Asian undergraduates. The gold annotations are matched against system hypothesis using MaxMatch scorer outputting $F_{0.5}$ score. The other frequently used dataset is JFLELEG (Náplava et al., 2019; Heilman et al., 2014), which also tests systems for how fluent they sound by utilizing the GLEU metric (Náplava et al., 2015). Finally, recent W&I and LOCNESS v2.1 test set allows to evaluate systems on different levels of proficiency and also against different error types (utilizing ERRANT scorer).

3.3 German

Boyd (2018) created GEC corpus for German from two German learner corpora: Falko and MERLIN (Boyd et al., 2014). The resulting dataset comprises of 24,077 sentences divided into training, development and test set in the ratio of 80:10:10. To evaluate system performance, MaxMatch scorer is used.

Apart from creating the dataset, Boyd (2018) also extended ERRANT for German. She defined 21 error types (15 based on POS tags) and extended spaCy pipeline to classify them.

3.4 Russian

Rozovskaya and Roth (2019) introduced RULEC-GEC dataset for Russian GEC. To create this dataset, a subset of RULEC corpus with foreign and heritage speakers was corrected. The final dataset has 12,480 sentences annotated with 23 error tags. The training, development and test sets contain 4,980, 2,500 and 5,000 sentence pairs, respectively.

3.5 Corpora Statistics

Table 3 also presents an average error rate of each corpus. It is computed using maximum alignment of original and annotated sentences as a ratio of non-matching alignment edges (insertion, deletion, and replacement). The highest error rate of 21.4 % is on Czech dataset. This implies that circa every fifth word contains an error. German is also quite noisy with an error rate of 16.8 %. The average error rate on English ranges from 6.6 % to 14.1 % and, finally, the Russian corpus contains the least errors with an average error rate of 6.4%.

Table 3 indicates that there is a variety of English datasets for GEC. As Náplava and Straka (2019) show, training Transformer solely using these annotated data gives solid results. On the other hand, there is only limited number of data for Czech, German and Russian and also the existing systems perform substantially worse. This motivates our research in these low-resource languages.

Table 3 also presents an average error rate of each corpus. It is computed using maximum alignment of original and annotated sentences as a ratio of non-matching alignment edges (insertion, deletion, and replacement). The highest error rate of 21.4 % is on Czech dataset. This implies that circa every fifth word contains an error. German is also quite noisy with an error rate of 16.8 %. The average error rate on English ranges from 6.6 % to 14.1 % and, finally, the Russian corpus contains the least errors with an average error rate of 6.4%.

http://spacy.io/
<table>
<thead>
<tr>
<th>Language</th>
<th>Corpus</th>
<th>Sentences</th>
<th>Err. r.</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Lang-8</td>
<td>1147 451</td>
<td>14.1%</td>
</tr>
<tr>
<td></td>
<td>NUCLE</td>
<td>57 151</td>
<td>6.6%</td>
</tr>
<tr>
<td></td>
<td>FCE</td>
<td>33 236</td>
<td>11.5%</td>
</tr>
<tr>
<td></td>
<td>W&amp;I+LOCNESS</td>
<td>43 169</td>
<td>11.8%</td>
</tr>
<tr>
<td>Czech</td>
<td>AKCES-GEC</td>
<td>42 210</td>
<td>21.4%</td>
</tr>
<tr>
<td>German</td>
<td>Falko-MERLIN</td>
<td>24 077</td>
<td>16.8%</td>
</tr>
<tr>
<td>Russian</td>
<td>RULEC-GEC</td>
<td>12 480</td>
<td>6.4%</td>
</tr>
</tbody>
</table>

Table 3: Statistics of available corpora for Grammatical Error Correction.

3.6 Tokenization

The most popular metric for benchmarking systems are MaxMatch scorer (Dahlmeier and Ng, 2012) and ERRANT scorer (Bryant et al., 2017). They both require data to be tokenized; therefore, most of the GEC datasets are tokenized.

To tokenize monolingual English and German data, we use spaCy v1.9.0 tokenizer utilizing en_core_web_sm-1.2.0 and de model. We use custom tokenizers for Czech and Russian.

4 System Overview

We use neural machine translation approach to GEC. Specifically, we utilize Transformer model (Vaswani et al., 2017) to translate ungrammatical sentences to grammatically correct ones. We further follow Náplava and Straka (2019) to translate ungrammatical sentences to grammatically correct ones. We use iterative decoding in this work, because it substantially slows down decoding. Our models are implemented in Tensor2Tensor framework version 1.12.0.

4.1 Pretraining on Synthetic Dataset

Due to the limited number of annotated data in Czech, German and Russian we decided to create a corpus of synthetic parallel sentences. We were also motivated by the fact that such approach was shown to improve performance even in English with substantially more annotated training data.

We follow Grundkiewicz et al. (2019), who use an unsupervised approach to create noisy input sentences. Given a clean sentence, they sample a probability $p_{\text{err\_word}}$ from a normal distribution with a predefined mean and a standard deviation. After multiplying $p_{\text{err\_word}}$ by a number of words in the sentence, as many sentence words are selected for modification. For each chosen word, one of the following operations is performed with a predefined probability: substituting the word with one of its ASpell proposals, deleting it, swapping it with its right-adjacent neighbour or inserting a random word from dictionary after the current word. To make the system more robust to spelling errors, same operations are also used on individual characters with $p_{\text{err\_char}}$ sampled from a normal distribution with a different mean and standard deviation than $p_{\text{err\_word}}$ and (potentially) different probabilities of character operations.

When we inspected the results of a model trained on such dataset in Czech, we observed that the model often fails to correct casing errors and sometimes also errors in diacritics. Therefore, we extend word-level operations to also contain operation to change casing of a word. If a word is chosen for modification, it is with 50% probability whole converted to lower-case, or several individual characters are chosen and their casing is inverted. To increase the number of errors in diacritics, we add a new character-level noising operation, which for a selected character either generates one of its possible diacritized variants or removes diacritics. Note that this operation is performed only in Czech.

We generate synthetic corpus for each language from WMT News Crawl monolingual training data (Bojar et al., 2017). We set $p_{\text{err\_word}}$ to 0.15, $p_{\text{err\_char}}$ to 0.02 and estimate error distributions of individual operations from development sets of each language. The constants used are presented in Table 4. We limited amount of synthetic sentences to 10M in each language.

4.2 Finetuning

A model is (pre-)trained on a synthetic dataset until convergence. Afterwards, we finetune the model on a mix of original language training data and synthetic data. When finetuning the model, we preserve all hyperparameters (e.g., learning rate and optimizer moments). In other words, the training continues and only the data are replaced.

When finetuning, we found that it is crucial to preserve some portion of synthetic data in the training corpus. Finetuning with original training data...
data leads to fast overfitting with worse results on all of Czech, German and Russian. We also found out that it also slightly helps on English.

We ran a small grid-search to estimate the ratio of synthetic versus original sentences in the finetuning phase. Although the ratio of 1:2 (5M original oversampled training pairs and 10M synthetic pairs) still overfits, we found it to work best for English, Czech and German, and stop training when the performance on the development set starts deteriorating. For Russian, the ratio of 1:20 (0.5M oversampled training pairs and 10M synthetic pairs) works the best.

The original sentences for English finetuning are concatenated sentences from Lang-8 Corpus of Learner English, FCE, NUCLE and W&I and LOCNESS. To better match domain of test data, we oversampled training set by adding W&I training data 10 times, FCE data 5 times and NUCLE corpus 5 times to the training set. The original sentences in Czech, German and Russian are the training data of the corresponding languages.

### 4.3 Implementation Details

When running grid search for hyperparameter tuning, we use transformer_base_single_gpu configuration, which uses only 1 GPU to train Transformer Base model. After we select all hyperparameters, we train Transformer Big architecture on 4 GPUs. Hyperparameters described in following paragraphs belong to both architectures.

We use Adafactor optimizer (Shazeer and Stern, 2018), linearly increasing the learning rate from 0 to 0.011 over the first 8000 steps, then decrease it proportionally to the number of steps after that (using the rsqrt_decay schedule). Note that this only applies to the pre-training phase.

All systems are trained on Nvidia P5000 GPUs. The vocabulary consists of approximately 32k most common word-pieces, the batch size is 2000 word-pieces per each GPU and all sentences with more than 150 word-pieces are discarded during training. Model checkpoints are saved every hour.

At evaluation time, we decode using a beam size of 4. Beam-search length-balance decoding hyperparameter alpha is set to 0.6.

### 5 Results

We present results of our model when trained on English, Czech, German and Russian in this Section. As we are aware of only one system in German, Czech and Russian to compare with, we start with English model discussion. We show that our model is on par or even slightly better than current state-of-the-art systems in English when ensembles are allowed. We then discuss our results on other languages, where our system exceeds all existing systems by a large margin.

In all experiments, we report results of three systems: synthetic pretrain, which is based on Transformer Big and is trained using synthetic data only, and finetuned and finetuned base single GPU, which are based on Transformer Big and Base, respectively, and are both pretrained and finetuned. Note that even if the finetuned base system has 3 times less parameters than finetuned, its results on some languages are nearly identical.

We also tried training the system using annotated data only. With our model architecture, all but English experiments (which contain substantially more data) starts overfitting quickly, yielding poor performance. The overfitting problem could be possibly addressed as proposed by Sennrich and Zhang (2019). Nevertheless, given that our best system on English is by circa 10 points in $F_{0.5}$ score better than the system trained solely on annotated data, we focused primarily on the synthetic data experiments.

Apart from the W&I+L development and test sets, which are evaluated using ERRANT scorer, we use MaxMatch scorer in all experiments.

<table>
<thead>
<tr>
<th>Language</th>
<th>Token-level operations</th>
<th>Character-level operations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sub</td>
<td>ins</td>
</tr>
<tr>
<td>English</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Czech</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>German</td>
<td>0.64</td>
<td>0.2</td>
</tr>
<tr>
<td>Russian</td>
<td>0.65</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 4: Language specific constants for token- and character-level noising operations.
Table 5: Comparison of systems on two English GEC datasets. CoNLL 2014 Test Set is divided into two system groups (columns): those who do not train on W&I+L training data and those who do.

<table>
<thead>
<tr>
<th>System</th>
<th>W&amp;I+L test</th>
<th>W&amp;I+L dev</th>
<th>CoNLL 14 test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>No W&amp;I+L</td>
</tr>
<tr>
<td>including ensembles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lichtarge et al. (2019)</td>
<td>–</td>
<td>–</td>
<td>60.40</td>
</tr>
<tr>
<td>Zhao et al. (2019)</td>
<td>–</td>
<td>–</td>
<td>61.15</td>
</tr>
<tr>
<td>Xu et al. (2019)</td>
<td>67.21</td>
<td>55.37</td>
<td>–</td>
</tr>
<tr>
<td>Choe et al. (2019)</td>
<td>69.06</td>
<td>52.79</td>
<td>57.50</td>
</tr>
<tr>
<td>Grundkiewicz et al. (2019)</td>
<td>69.47</td>
<td>53.00</td>
<td>61.30</td>
</tr>
<tr>
<td>no ensembles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lichtarge et al. (2019)</td>
<td>–</td>
<td>–</td>
<td>56.80</td>
</tr>
<tr>
<td>Xu et al. (2019)</td>
<td>63.94</td>
<td>52.29</td>
<td>–</td>
</tr>
<tr>
<td>Choe et al. (2019)</td>
<td>63.05</td>
<td>47.75</td>
<td>–</td>
</tr>
<tr>
<td>Grundkiewicz et al. (2019)</td>
<td>–</td>
<td>50.01</td>
<td>–</td>
</tr>
<tr>
<td>no ensembles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our work – synthetic pretrain</td>
<td>51.16</td>
<td>32.76</td>
<td>41.85</td>
</tr>
<tr>
<td>Our work – finetuned base single GPU</td>
<td>67.18</td>
<td>52.80</td>
<td>59.87</td>
</tr>
<tr>
<td>Our work – finetuned</td>
<td>69.00</td>
<td>53.30</td>
<td>60.76</td>
</tr>
</tbody>
</table>

Table 6: Results on on Falko-Merlin Test Set (German).

<table>
<thead>
<tr>
<th>System</th>
<th>P</th>
<th>R</th>
<th>F0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyd (2018)</td>
<td>51.99</td>
<td>29.73</td>
<td>45.22</td>
</tr>
<tr>
<td>Our work – synthetic pretrain</td>
<td>67.45</td>
<td>26.35</td>
<td>51.41</td>
</tr>
<tr>
<td>Our work – finetuned base single GPU</td>
<td>78.11</td>
<td>59.13</td>
<td>73.40</td>
</tr>
<tr>
<td>Our work – finetuned</td>
<td>78.21</td>
<td>59.94</td>
<td>73.71</td>
</tr>
</tbody>
</table>

5.1 English

We provide comparison between our model and existing systems on W&I+L test and development sets and on CoNLL 14 test set in Table 5. Even if the results on the W&I+L development set are only partially indicative of system performance, we report them due to the W&I+L test set being blind. All mentioned papers do not train their systems on the development set, but use it only for model selection. Also note that we split the results on CoNLL 14 test set into two groups: those who do not use the W&I+L data for training, and those who do. This is to allow a fair comparison, given that the W&I+L data were not available before the BEA 2019 Shared Task on GEC.

The best performing systems are utilizing ensembles. Table 5 shows an evident performance boost (3.27-6.01 points) when combining multiple models into an ensemble. The best performing system on English is an ensemble system of Grundkiewicz et al. (2019).

The aim of this paper is to concentrate on low-resource languages rather than on English. Therefore, we report results of our single model. Despite that our best system reaches 69.0 \( F_{0.5} \) score, which is comparable to the performance of best systems that employ ensembles. Although Grundkiewicz et al. (2019) do not report their single system score, we can hypothesise that given development set scores, our system is on par with theirs or even performs slightly better.

Note that there is a significant difference between results reported on W&I+L dev and W&I+L test sets. This is caused by the fact that each sentence in the W&I+L test set was annotated by 10 annotators, while there is only a single annotator for each sentence in the development set.

5.2 German

Boyd (2018) developed a GEC system for German based on multilayer convolutional encoder-decoder neural network (Chollampatt and Ng, 2018). To account for the lack of annotated
data, she generated additional training data from Wikipedia edits, which she filtered to match the distribution of the original error types. As Table 6 shows, her best system reaches 45.22 $F_{0.5}$ score on Falko-Merlin test set. All our three systems outperform it.

Compared to Boyd (2018), our system trained solely on synthetic data has lower recall, but substantially higher precision. The main reason behind the lower recall is the unsupervised approach to synthetic data generation. Both our finetuned models outperform Boyd (2018) system by a large margin.

### 5.3 Czech

We compare our system with Richter et al. (2012), who developed a statistical spelling corrector for Czech. Although their system can only make local changes (e.g., cannot insert a new word or swap two nearby words), it achieves surprisingly solid results. Nevertheless, all our three system perform better in both precision, recall and $F_{0.5}$ score. Possibly due to already quite high precision of the pretrained model, the finetuning stage improves mainly model recall.

We also evaluate performance of our best system on three subsets of the AKCES-GEC test set: Foreigners–Slavic, Foreigners–Other and Romani. As the name suggests, the first of them is a part of AKCES-GEC collected from essays of non-Czech Slavic people, the second from essays of non-Czech non-Slavic people and finally Romani comes from essays of Romani pupils with Romani ethnolect of Czech as their first language. The best result is reached on Romani subset, while on Foreigners–Other the $F_{0.5}$ score is by more than 6 points lower. We hypothesize this effect is caused by the fact, that Czech is the primary language of Romani pupils. Furthermore, we presume that foreigners with Slavic background should learn Czech faster than non-Slavic foreigners, because of the similarity between their mother tongue and

<table>
<thead>
<tr>
<th>System</th>
<th>Test Subset</th>
<th>P</th>
<th>R</th>
<th>$F_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Richter et al. (2012)</td>
<td>All</td>
<td>68.72</td>
<td>36.75</td>
<td>58.54</td>
</tr>
<tr>
<td>Our work – synthetic pretrain</td>
<td>All</td>
<td>80.32</td>
<td>39.55</td>
<td>66.59</td>
</tr>
<tr>
<td>Our work – finetuned base single GPU</td>
<td>All</td>
<td>84.21</td>
<td>66.67</td>
<td>80.00</td>
</tr>
<tr>
<td>Our work – finetuned</td>
<td>Foreigners – Slavic</td>
<td>84.34</td>
<td>71.55</td>
<td>81.43</td>
</tr>
<tr>
<td></td>
<td>Foreigners – Other</td>
<td>81.03</td>
<td>62.36</td>
<td>76.45</td>
</tr>
<tr>
<td></td>
<td>Romani</td>
<td>86.61</td>
<td>71.13</td>
<td>83.00</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>83.75</td>
<td>68.48</td>
<td>80.17</td>
</tr>
</tbody>
</table>

Table 7: Results on on AKCES-GEC Test Set (Czech).

![Figure 3: Recall for each error type in the test set of AKCES-GEC, computed using the first annotator (ID 0).](image-url)
Czech. This fact is supported by Table 2, which shows that the average error rate of Romani development set is 21.0%, Foreigners–Slavic 21.8% and the Foreigners–Other 23.8%.

Finally, we report recall of the best system on each error type annotated by the first annotator (ID 0) in Figure 3. Generally, our system performs better on errors annotated on Tier 1 than on errors annotated on Tier 2. Furthermore, a natural hypothesis is that the more occurrences there are for an error type, the better the recall of the system on the particular error type. Figure 3 suggests that this hypothesis seems plausible on Tier 1 errors, but its validity is unclear on Tier 2.

5.4 Russian

As Table 8 indicates, GEC in Russian currently seems to be the most challenging task. Although our system outperforms the system of Rozovskaya and Roth (2019) by more than 100% in $F_{0.5}$ score, its performance is still quite poor when compared to all previously described languages. Because the result of our system trained solely on synthetic data is comparable with the similar system for English, we hypothesise that the main reason behind these poor results is the small amount of annotated training data – while Czech has 42 210 and German 19 237 training sentence pairs, there are only 4 980 sentences in the Russian training set. To validate this hypothesis, we extended the original training set by 2 000 sentences from the development set, resulting in an increase of 3 percent points in $F_{0.5}$ score.

6 Conclusion

We presented a new dataset for grammatical error correction in Czech. It contains almost twice as much sentences as existing German dataset and more than three times as RULEC-GEC for Russian. The dataset is published in M2 format containing both separated edits and their error types.

Furthermore, we performed experiments on three low-resource languages: German, Russian and Czech. For each language, we pretrained Transformer model on synthetic data and fine-tuned it with a mixture of synthetic and authentic data. On all three languages, the performance of our system is substantially higher than results of the existing reported systems. Moreover, all our models supersede reported systems even if only pretrained on unsupervised synthetic data.

The performance of our system could be even higher if we trained multiple models and combined them into an ensemble. We plan to do that in future work. We also plan to extend our synthetic corpora with data modified by supervisedly extracted rules. We hope that this could help especially in case of Russian, which has the lowest amount of training data.
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