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Objective

We have SemLex – lexicon of all MWEs in PDT 2.5 
basic (quotation) forms 

lemmatised forms 

dependency structures 

We have PDT 2.5 with MWE annotation (instances) 

How to find MWEs from Semlex in new texts?



Can word sense disambiguation help statistical machine translation?
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Machine translation … BASIC_FORM: Word sense disambiguation
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MWEs in PDT 2.5

Full annotation of t-layer  

Continuous text, but annotating t-trees 

Storing the lexicon 

Pre-annotating known MWEs using trees 

NEs also annotated – not discussed hereafter 

16,3% of content words



Semlex

All MWEs in PDT (t-layer) 

basic (quotation) forms 

lemmatized forms 

dependency structures



Datasets

Prague Dependency Treebank 2.5 

full manual annotation 

morphology (m), surface syntax (a), deep syntax (t) 

MWE 

automatic analysis: (m), (a), (t) 

Czech National Corpus: SYN2006-PUB – automatic



Automatic analysis of data

Treex (http://ufal.mff.cuni.cz/treex)  

scenario “Analysis of Czech” 

1. rule-based segmentation and tokenisation 

2. morphology and tagger (Hajič + Featurama)→ m-layer 

3. parser (MST with improved features) → a-layer 

4. t-tree transformation (rule-based) → t-layer

http://ufal.mff.cuni.cz/treex


Experiments

Purely syntactic. No semantics. 

t-layer: matching t-trees 

a-layer:  

a-tree structures, including auxiliaries, m-lemmas 

from annotated data; t-tree:a-trees – 1:N 

m-layer: surface collocations of lemmas in a window



Results

layer/span PDT/man PDT/auto CNC/auto
tecto 61.99 / 95.95 / 75.32 63.40 / 86.32 / 73.11 44.44 / 58.00 / 50.33
analytical 66.11 / 88.67 / 75.75 66.09 / 81.96 / 73.18 45.22 / 60.00 / 51.58
morpho / 2 67.76 / 79.96 / 73.36 67.77 / 79.26 / 73.07 51.85 / 56.00 / 53.85

3 62.65 / 90.50 / 74.05 62.73 / 89.80 / 73.86 46.99 / 60.00 / 52.70
4 58.84 / 92.03 / 71.78 58.97 / 91.29 / 71.65 42.83 / 61.33 / 50.48
5 56.46 / 92.94 / 70.25 56.59 / 92.16 / 70.12 40.09 / 61.33 / 48.49
6 54.40 / 93.29 / 68.81 54.64 / 92.51 / 68.70 38.27 / 61.33 / 47.13
7 52.85 / 93.42 / 67.51 53.01 / 92.64 / 67.43 36.99 / 61.33 / 46.15
8 51.39 / 93.46 / 66.32 51.57 / 92.68 / 66.27 35.59 / 61.33 / 45.04
9 50.00 / 93.46 / 65.15 50.18 / 92.68 / 65.11 34.67 / 61.33 / 44.30

10 48.57 / 93.46 / 63.92 48.71 / 92.68 / 63.86 33.84 / 61.33 / 43.64
1 35.12 / 93.51 / 51.06 35.16 / 92.72 / 50.99 22.70 / 62.00 / 33.24

P / R / F P / R / F P / R / F

Table 2: Evaluation of all our experiments in terms of Precision (P), Recall (R) and F1 score (F) in percent. Experiments
on the m-layer are shown for different widths of window (see Section 5.2).

disadvantage here is the absence of gold data. Man-
ual evaluation of results has to be accomplished.

For the automatic analysis we use the modular
NLP workflow system Treex (Popel and Žabokrtský,
2010). Both datasets were analysed by the standard
Treex scenario “Analysis of Czech” that includes the
following major blocks:
1) standard rule-based Treex segmentation and to-

kenisation
2) morphology (Hajič, 2004) and Featurama tag-

ger (Spousta, 2011) trained on the train part of
the PDT

3) MST Parser with an improved set of features by
Novák and Žabokrtský (2007)

4) and t-trees structure provided by standard rule-
based Treex block.

6 Results

Effectiveness of our methods of identification of
MWE occurrences is presented in Table 2. Numbers
are given as percentages of Precision and Recall The
first two columns show the results of the evaluation
against gold data in PDT 2.5, the third column re-
flects the manual evaluation on 546 sentences. The
results obtained for PDT (the first two columns) are
also visualised in Figure 3.

The important issue to be decided when evaluat-
ing MWE identification is whether partial match be-
tween automatic identification and gold data MWE

is to be counted. Because of cases containing el-
lipses (see Section 6.2), it can happen that longer
MWE is used for annotation of its subset in text.10

We do not want to penalise automatic identification
(either performing this behaviour or confronted with
it in the gold data), so we treated subset as a match.

Another decision is that although the MWEs can-
not be nested in gold data, we accept it for automatic
identification. Since one word can belong to several
MWEs, the Recall rises, while Precision declines.11

6.1 Discussion of Results
The automatically parsed part of the CNC consists
of 546 sentences. Thus the third column in Table 2
represents evaluation on a much smaller data set.
During manual annotation of this data carried out
by one annotator (different from those who anno-
tated PDT data, but using the same methodology and
a tool), 163 occurences of MWEs were found. Out

10Let us say, only elliptic term Ministry of Industry is seen
in the data (instead of the full name Ministry of Industry and
Trade) annotated by the full-term lexicon entry. Whenever Min-
istry of Industry and Trade is spotted in the test data, its first
part is identified. Should that be qualified as a mistake when
confronted with the gold annotation of the whole term? The as-
signed lexicon entry is the same – only the extent is different.

11For example, annotator had to choose only one MWE to an-
notate in vládnı́ návrh zákona o dani z přı́jmu (lit.: government
proposal of the Law on Income Tax), while it is allowed to auto-
matically identify vládnı́ návrh zákona, zákon o dani and daň z
přı́jmu together with the whole phrase. Recall for this example
is 1, whereas Precision is 0.25.
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Problem: t-lemma variability
All of these variations share the basic lexical meaning 

They should be specified by attributes explicating the 
relationship to the basic lemma (meaning) – someday 

Diminutives: dům, domek, domeček (1st, 2nd degree) 

Gender opposites: ředitelka (female director) 

Lemma variants: občanský zákoník (citizen law codex) 

771 of 8816 Semlex entries with >1 tree-structure



More Problems
empty nodes 

especially in coordinations (red [wine] and white wine) 

Diminutives: dům, domek, domeček (1st, 2nd degree)

Quality of t-layer parsing

Too simple tree structures 

Aux representation needed for MWE semantics 

Insufficient coverage (cf. PDT-auto vs. CNC)

Semlex



Conclusions

On new data, surface (morphologic) method wins 

With current syntactic methods 

Syntactic method with t-analysis has potential 

Improve Semlex (auxiliaries, lemma variants) 

Improve t-analysis (overall quality, generated nodes)



Data and Tools Used

PDT 2.5 – http://hdl.handle.net/11858/00-097C-0000-0006-DB11-8 

ČNK (shuffled) – coming soon! 

Semlex – http://ufal.mff.cuni.cz/lexemann/mwe/ 

Morphology – http://hdl.handle.net/11858/00-097C-0000-0015-A780-9 

Tagger – http://hdl.handle.net/11858/00-097C-0000-0001-4904-2 

Treex – http://ufal.mff.cuni.cz/treex

http://hdl.handle.net/11858/00-097C-0000-0006-DB11-8
http://hdl.handle.net/11858/00-097C-0000-0015-A780-9
http://hdl.handle.net/11858/00-097C-0000-0001-4904-2
http://ufal.mff.cuni.cz/treex

