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Abstract

Basic verbs, i.e. very common verbs that typically denote physical movements, lo-
cations, states or actions, undergo various semantic shifts and acquire different sec-
ondary uses. In extreme cases, the distribution of secondary uses grows so general that
they are regarded as auxiliary verbs (go and to be going to), phase verbs (turn, grow),
etc. These uses are usually well-documented by grammars and language textbooks,
and so are idiomatic expressions (phraseologisms) in dictionaries.

There is, however, a grey area in between, which is extremely difficult to learn for
non-native speakers. This consists of secondary uses with limited collocability, in par-
ticular light verb constructions, and secondary meanings that only get activated under
particular morphosyntactic conditions. The basic-verb secondary uses and construc-
tions are usually semantically transparent, such that they do not pose understanding
problems, but they are generally unpredictable and language-specific, such that they
easily become an issue in non-native text production.

In this thesis, Swedish basic verbs are approached from the contrastive point of
view of an advanced Czech learner of Swedish. A selection of Swedish constructions
with basic verbs is explored. The observations result in a proposal for the structure
of a machine-readable Swedish-Czech lexicon, which focuses on basic verbs and their
constructions. The lexicon is anchored in the valency theory of the Functional Gener-
ative description, coupled with analysis of collocations according to the semantically
motivated principles of Corpus Pattern Analysis, in order to achieve the necessary
level of delicacy to make meaning distinctions correctly.

The lexicon consists of two parts: SweVallex, which is a lexicon of verb frames, and
a Predicate Noun Lexicon, which captures predicate nouns (the nominal components
of light verb constructions). These two parts are interlinked. The verb collocates
of predicate nouns are sorted according to the Mel'¢ukian Lexical Functions. Fea-
tures such as telicity, punctuality, and volitionality are described for each light verb
construction, whenever possible. Special attention is paid to the morphosyntactic
behavior of the respective predicate nouns (determiner use, and modifier insertion).

In order to facilitate the routine of building such a lexicon, the 20-million mor-
phosyntactically annotated Swedish corpus PAROLE was lemmatized and loaded into
the corpus GUI Bonito, which includes the Word Sketch Engine, a tool for automatic
collocation analysis. Word Sketch Definitions for Swedish were created and loaded
into the Word Sketch Engine. In addition to the PAROLE corpus, a two-million par-
allel Swedish-Czech corpus was used, which has been built within a different project.
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Abstrakt

Zékladni slovesa (basic verbs), tj. frekventovand vyznamovd slovesa, jez zpravidla
popisuji fyzicky pohyb, umisténi, stav, nebo déj, prochdzeji fadou sémantickych po-
sun, diky kterym se pouzivaji k vyjddfeni druhotnych, pfenesenych vyznama. V
krajnich pfipadech se dané sloveso stivd pomocnym, zptsobovym, nebo fizovym
slovesem a pfestdvaji pro né platit koloka¢ni omezeni, jez se vztahuji na sloveso uzité
v jeho primdrnim (tj. doslovném) vyznamu. Tato uZiti sloves byvaji vétsinou dobte
dokumentovdna v gramatikdch i ucebnicich, stejné jako kvalitni slovniky podédvaji
podrobnou informaci o uziti téchto sloves v ustdlenych frazeologickych spojenich.

Mezi plné gramatikalizovanym uzitim na jedné stran¢ a idiomatickym, frazeolog-
ickym uzitim na druhé strané vsak existuje celd skdla uziti zdkladnich sloves v pfene-
senych vyznamech, jejiz zvlidnuti je pro nerodilého mluvciho znaéné obtizné: uziti v
pfeneseném vyznamu, jez maji omezenou kolokabilitu. To jsou pfedevsim verbonom-
indlni konstrukce nékdy nazyvané analytické predikdty (light verb constructions), ale
také uziti, kterd za urditych omezenych morfosyntaktickych podminek (napf. pouze
v negaci) aktivuji abstrakeni sémantické rysy u jinych predikdtd, napf. zesiluji vyz-
nam, nebo implikuji, Zze dany d¢j jiz trvd dlouho, a podobné. Tato druhotnd uziti
vyznamovych sloves (ve $védstin€) vétsinou neptisobi (¢eskym pokrocilym studen-
tim $védstiny) potize pfi porozuméni textu, nebot byvaji sémanticky transparentni,
avsak tim, Ze jsou specifickd pro konkrétni jazyk a v zdsadé neprediktabilni na zdk-
lad¢ znalosti jiného jazyka, ptsobi problémy pfi produkei textu. Rodili mluvéi sami
je vétsinou nevnimaji nebo jejich typické kontexty povazuji za frazeologismy, a proto
jim ani pii vyuce cizich studentl nevénuji dostate¢nou pozornost.

Predklddand price se zaméfuje na $védskd zdkladni slovesa z kontrastivniho pohledu
eského pokrocilého studenta $védstiny. Pozorovani vybranych slovesnych konstrukei
zobecnuje do ndvrhu struktury elektronického $védsko-ceského slovniku zaméfeného
na pochopeni a osvojeni méné ziejmych, ale presto frekventovanych konstrukei se
zékladnimi slovesy. Slovnik je zakotven ve valené¢ni teorii Funkéniho Generativntho
Popisu, spojené s koloka¢ni analyzou podle sémanticky motivovanych principtt Analyzy
Korpusovych Vzorci (Corpus Pattern Analysis), jez umoziiuje piesnéjsi definici jed-
notlivych slovesnych uziti pomoci jejich typickych kolokata.

Slovnik sestdvd ze dvou vzdjemné propojenych ¢dsti: slovniku sloves SweVallex
(vytvofeného na zdklad¢ ¢eského Vallexu) a slovniku nomindlnich ¢dsti analytickych
predikdtd (Predicate Noun Lexicon). Slovesné kolokdty jednotlivych nomindlnich
komponent jsou roztiidény podle Mel’¢ukovych Lexikdlnich Funkci. Kromé toho je
u kazdého analytického predikdtu, pokud je to mozné, uvedena informace o jeho telic-
ité¢, o tom, zda d¢j je okamzity, nebo spiSe durativni (punctuality), a o tom, jestli jeho
subjekt za normdlnich okolnosti jednd védomé a ze své vile (volitionality). Zvldstni
pozornost je vénovina morfosyntaktickému chovdni nomindlnich komponent ve spo-
jeni s jednotlivymi slovesnymi kolokdty (uziti ¢lend, moznosti rozviti).



12 CONTENTS

Studie opousti slovnik ve chvili, kdy je jeho struktura navriena a provéfena na
ptikladech. Pro umoznéni kvalitni rutinni price byly pfipraveny lingvistické zdroje.
Vetejné dostupny $védsky korpus PAROLE byl lemmatizovdn pomoci zvldst vyvin-
utého pravidlového lemmatizdtoru a vlozen do korpusového rozhrani Bonito, v némz
je zabudovdn ndstroj na automatickou koloka¢ni analyzu — Word Sketch Engine.
Tento ndstroj bylo zapotfebi adaptovat na $védstinu, coz bylo také pfedmétem této
dizerta¢ni price. V rdmci jiného projektu vznikd paralelni $védsko-cesky korpus, ktery
md vsoucasné dob¢ pfiblizné 2 miliony tokent. Ten byl v nejvys$si mozné mife vyuzit v
kontrastivnim pozorovani vybranych slovesnych konstrukei. Doplikové byl vyuzivin
také Cesky narodni korpus.
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Chapter 1

Introduction

Structure, or regularity, comes out of discourse and is shaped by discourse as much as it
shapes discourse in an on-going process.

Paul Hopper: Emergent Grammar

1.1 The Importance of Collocations

Every human language has a grey area where grammar and lexicon overlap. It resists
attempts at systematic description in grammar textbooks as well as in lexicons for for-
eigners; yet understanding the nature of this grey area is crucial, not only for effective
language learning, but also for many other applications. It is necessary to seek lan-
guage usage that is not only correct but also idiomatic. To do this, it is necessary to
understand collocations.

In language production, collocational preferences in semantically transparent con-
structions rather than idioms pose problems for foreign speakers, [149]. As Sinclair
notes, foreign speakers quite often abuse dictionaries to look up and combine rare
and outdated words to express ordinary, everyday concepts instead of using common
collocational blocks familiar to native speakers. English phrasal verbs provide nice
examples of this issue: a foreign learner often gets lost in the jungle of these utterly
unintelligible combinations of highly polysemous verbs with one or two preposition-
like attachments. Therefore, a foreign learner often prefers e.g. vomit to throw up and
reconcile to make up, although a native speaker would only use vomir or reconcile in
formal contexts.

Textbooks and dictionaries for foreigners have been randomly treating diffuse uses
of common lexemes either as grammar issues in text-books, or as ‘idioms” and ‘fig-
urative senses’ in lexicons, while many regularities have simply remained unnoticed
by native speakers. Corpus linguistics has shown through analysis of vast amounts
of data that the way in which native speakers believe words behave is often different

15



16 CHAPTER 1. INTRODUCTION

from the way in which words actually behave. Manual excerpts of lexical evidence
for dictionaries and grammars tend to highlight the unusual in the language, while
missing important patterns (see [57]).

The motto of the following work is grammaticalization, understood as “movement
towards structure” [66]. As Hopper puts it: “...the more useful a construction is, the
more it will tend to become structuralized, in the sense of achieving cross-textual con-
sistency, and serving as a basis for variation and extension.” For the purpose of this
study, ‘grammaticalization’ is understood in its broadest sense. It is basically used
interchangeably with ‘lexicalization’. Structures that can combine with virtually any
collocates (very generalized structures) like the English come to + INF (come to know
etc.) will rather be called ‘grammaticalized’, while structures with stricter colloca-
tional restrictions will rather be called ‘lexicalized’. Nevertheless, this thesis makes no
attempt to draw a line between ‘grammaticalization’ and ’lexicalization’.

1.2 Motivation

The initial impulse for this work came from a previous experience with lexicographical
processing of German lexical verbs. German, being famous for its abundant nominal-
izations, makes prominent use of Funktionsverbgefiige (light verb constructions), a way
of integrating a nominalization into a sentence by means of a semantically-depleted
lexical verb, such as zur Verfiigung stellen, eine Frage stellen etc. 'The ultimate Ger-
man grammar for foreign learners [63] even introduces a group of Funktionsverben
(light verbs).? Examining Swedish light verbs seemed to be an interesting task. How-
ever, currently available Swedish grammars [152], [112] do not provide any explicit
list of light verbs, and light verb constructions are only captured by the lexicon [3],
sometimes under noun, sometimes under verb lemmas. The initial attempts to iden-
tify a generally accepted list of Swedish light verbs resulted in the insight that verbs,
rather then being light verbs, become light verbs by being used in collocation with
a predication-containing noun. Many lexical verbs belonging to the basic vocabu-
lary have a shifting potential for occurring in collocation with predication-containing
nouns. Some enter such constructions frequently and productively, while others only
occur in one or few lexicalized cases, such as bjuda in bjuda motstind. Only few lexical
verbs occur almost exclusively in light verb constructions (i.e. genomfora). Most verbs
with this ability have quite concrete meanings, i.e. komma, stilla, hilla, or fi. Hence
the field of inquiry expanded to semantic and syntactic changes in such verbs when

ICf. Section 3.2.

?The English term /ight verb used in the present thesis was coined by Otto Jespersen [74]. A more
accurate German equivalent for this term is verblasste Verben. Hanks et al. [60] argue that the
semantic criterion of ‘lightness’ is preferable, as an identifier for these interesting verbs, to the syntactic
criterion implied by Funktionsverbgefiige.
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they occur in combinations that reach beyond their most concrete meaning.

1.3 Objectives

Originally, this thesis sought only to explore ways of creating a systematic description
of light verb constructions in a lexicon. However, the usage of a verb as a light verb
is quite often only one instance of its grammaticalized uses. It is typically the basic
spatial verbs and verbs denoting physical actions that are the most productive light
verbs, and they typically exhibit a significant semantic complexity.

With the human lexicon user in mind, a thorough description of all types of
grammaticalized uses with some common verbs seemed more sensible than focusing
strictly on light-verb-like uses and defining Swedish light verbs as a group.

An experimental lexicon has been created, called Swe-VALLEX/PNL. The first
part of the name refers to VALLEX, valency lexicon of Czech verbs [90] based on
the valency theory of the Functional Generative Description (see Chapter 6). Swe-
VALLEX is meant to be a Swedish counterpart of VALLEX. The abbreviation PNL
stands for Predicate Noun Lexicon. The lexicon contains two lemma types: verb lem-
mas and noun lemmas. The noun entries present significant collocates of the verbs
included, primarily predicate nouns in light verb constructions. Their types will be
specified in more detail (see Section 16.4). The respective entry types are stored in
two separate XML documents (Swe-VALLEX and PNL), which are interlinked.

To become eligible for lemmatizing in Swe-VALLEX/PNL, a verb must have been
found in a large corpus to participate in at least one light verb construction. The
selection of lemma candidates is described in Section 15.5.

These are the main features of the proposed lexicon:

* 'The lexicon is theory-bound and formalized in a way that makes it eligible for
NLP tasks, e.g. as a valency lexicon for an FGD-based Swedish treebank.

* When enhanced with a browser, the lexicon is a user-friendly electronic lexical
resource for human users.

* The description focuses on grammaticalizing verb-noun constructions. To in-
crease the informative value of the lexicon, neither ‘literal senses’ nor idioms
have been ignored, but they might be incomplete. This applies especially to
idioms, evaluative expressions and proverbs. For a human user, the lexicon is
by no means a substitute for large monolingual dictionaries, e.g. Svenskt sprak-
bruk and Norstedts stora svenska ordbok, but it seeks to complement them by
stressing the morphosyntactic information necessary for language production.

* The source language is Swedish, and the target language is Czech. Emphasis
has been laid on the Swedish part. The Swedish part contains information on
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spelling, valency and morphosyntactic features, as well as numerous authentic
examples in order to provide all knowledge relevant for improving the user’s
foreign language production. The Czech part comprises only equivalents. No
further description of the Czech equivalents is provided.

* The data structure makes it possible to view the entries sorted according to the
Czech equivalents. It can thus be used as a — very simplified — Czech-Swedish
lexicon of verbs.

* The lexicon is corpus-driven in the sense of Hanks [57], but the results of the
corpus-driven analysis are compared to large Swedish monolingual dictionaries

(cf. Section 15.4.4).

One more word should be said about the decision to make the lexicon both
human- and machine-oriented: the examples of the Czech VALLEX, PropBank and
many other resources show that a user-friendly interface makes even a very formalized
data structure easily understood. Information overload with human users is not to
be feared. The final layout of any lexicon can be adapted to any target user’s needs,
provided the relevant information is present and organized consistently enough to be
retrieved — which has been the aim of this project from the very beginning, in full
agreement with Bolshakov, Gelbukh and Haro [12]: “...the information should be
accessible to both human users and other programs. A dictionary is so large piece of
data, and its development is so expensive, that it is unacceptable to maintain, keep
and use separate versions of dictionaries for humans and for the machine”.
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Chapter 2

Key terms

2.1 Words, Lexemes, and Lexical Items

This Chapter is dedicated to the keywords of the present study, which is all about
words and the relations that exist among them. Word itself is a highly polysemous
expression, and for the purpose of this thesis it does not appear useful agonizing too
long over what a word is. Nevertheless, this text never operates with word in the sense
of a single token, which otherwise could become a main source of misinterpretation.
The number of tokens a ‘word’ comprises is a non-issue here. Word is understood as
a distinct meaning unit constituted by a combination of one or more word stems and
the appropriate morphosyntactic characteristics — like lexeme in the Czech linguistic
tradition, or lexical item in the English linguistic discourse.

Therefore, word is used interchangeably with Jexeme, which is the proper term in
the Czech linguistic tradition, or lexical item. Mostly lexeme is being used, but word
is preferred in passages that refer to Hanks.

2.2 Collocation

The most important keyword of this study is collocation. The degree of grammatical-
ization is estimated with respect to which collocates a target item combines with. Light
Verb Constructions have been regarded as collocations.

The conception of collocation differs with each single author, being located some-
where on a scale between significant statistical co-occurrence of two or more words
on one extreme and semantic non-compositionality on the other extreme. Evert and
Krenn [40] give a summary of the two predominant views of collocations:

1. Collocations as recurrent combinations of words. This approach is concerned
with co-occurrences that express semantic and conceptual relations, ignoring
the syntactic relations between the collocates.
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2. Collocations as pre-constructed syntactic units or lexically determined elements
in syntactic constructions. Collocations are characterized by their semantic,
syntactic, and distributional irregularity rather than by their distribution in
corpora.

Some authors (mainly Firth [45] and Hoey [65]) even draw a distinction between
collocations and colligations. The term collocations then focuses the semantic relations
between lexical items, while colligations focuses on the interplay between lexical items
and grammatical categories. Many of the phenomena discussed later in this study
could be regarded as colligations, especially the morphosyntactic variations observed
in Light Verb Constructions. Also Benson, Benson and Ilson [108] distinguish two
types of collocations: grammatical collocations and lexical collocations. While lex-
ical collocations are formed by content words, grammatical collocations comprise a
content word and a function word governed by it, e.g. a verb and a preposition. Gram-
matical collocation as used by the authors of BBI corresponds to surface valency in this
work.

[39] give a simple working definition of collocation: “Collocations are understood
as unpredictable combinations of words in a particular (morpho-)syntactic re-
lation (adjectives modifying nouns, direct objects of verbs, or English noun-noun
compounds).” The ‘colligation-like’ flavor of this definition was also adopted for this
study, while ‘unpredictability’ is regarded as a very weak criterion as it decreases, the
less plausible it is for a verb to act as a non-light Verb (e.g. carry ouz). In accordance
with the observations of Hanks et al. [60], however, the determination and descrip-
tion of collocations/colligations appears to rely on semantic as well as syntactic criteria,
the significance of which, respectively, varies in individual cases.

Sinclair [149] introduces the very useful terms node and collocate. By node he un-
derstands the lexeme that has been sought in a corpus or otherwise focused. Collocate
is the lexeme that the node collocates with. Sinclair further defines two possible rela-
tions the node and the collocate enter into, depending on their respective frequencies
in the given corpus. Downward collocation is a collocation whose node is more fre-
quent than the collocate, while upward collocation is a collocation whose node is less
frequent than the collocate. Observing downward collocation is useful for exploring
a lexeme’s semantics while observing upward collocation is useful when exploring the
syntactic patterns the node enters into.

The most practical delimitation of collocation is found in Cermak [23], in Czech.
Collocation is regarded as a basic term, which is to be further specified if necessary.
Cermik applies the basic criteria of stableness (part of the language system vs. part
of text) and (semantic and/or syntactic) regularity. In terms of [23], this study uses
collocation for the following collocation types':

"The original Czech labels in brackets are complemented with the alphanumeric code introduced
in CermdK’s text.
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o terminological collocations — multiword terms (terminové kolokace — viceslovné
terminy: Ala)

o proper noun multiword units (propridlni kolokace — viceslovnd propria: Alb)

idiomatic collocations — idioms and phrasemes (idiomatické kolokace — idiomy a
frazémy: A2)

common collocations — gram-semantic combinations (bézné kolokace — gram-sémantické
kombinace: B3a)

* common usage collocations (bézné kolokace uzudlni: C)

Cermak also considers only combinations of content words, though he does not
raise any objections to extending the term to combinations of function words gov-
erned by the content words as valency complementations.
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Chapter 3

Grammaticalization

3.1 The Notion of Grammaticalization

This thesis focuses on grammaticalized uses of basic verbs. Basic verb is not an estab-
lished term. It is merely a label used for describing lexical verbs that are very common
in everyday communication, typically spatial verbs (7o sit), verbs of motion (70 go) or
verbs of physical contact/control (t0 hold, to keep). They are themselves stylistically
neutral, though they naturally might change their stylistic value when employed in
context. They belong to what Heine, Claudi and Hiinnemeyer ([8], p. 33), call basic
vocabulary, which they define as “lexemes that are less subject to replacement than
others”. e.g. the verb zo march is less eligible to be classified as a basic vocabulary verb
than 70 go, though they are to a significant extent synonyms. Basic vocabulary lex-
emes denote what Lakoff [82] calls basic level categories — simply entities, events and
their relations identified and classified with just the level of granularity that is first and
intuitively best perceived when acquiring common knowledge.
Basic verbs apparently denote basic level events (processes, transitions and states)...do

they? This assumption fits well for sentences like

(1) She was lying on the bed watching television.
(2)  Where did Sue go?
etc., but it appears odd with sentences like
(3) As we go into the third round. ..
(4)  Evans is lying in third place.
or even
(5)  Everythings going to be all right,

where go is very basic, but as a function word, not a content word.!

'The example sentences come from the Macmillan English Dictionary for Advanced Learners [38].
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Sentences 1 and 2 are the most cognitively salient uses of the verbs to lie and ro go,
while 3, 4, and 5 are less cognitively salient, but they are perhaps equally or more socially
salient uses of the example verbs. Cognitive salience and social salience are terms coined
by Hanks [57]. Cognitively salient uses of lexemes are uses which speakers believe
to be the most typical, ‘normal’ ones (“what we think words mean” [57]) whereas
socially salient uses are uses of the same lexemes that were found in large corpora to be
actually the most frequent ones (“the actual meanings that we use” [57]). Hanks draws
the conclusion that cognitive salience and social salience are “independent variables or
possibly even in an inverse relationship” as textual corpora show that the ‘less typical
uses of the given lexemes are far more frequent than the cognitively salient ones.

Sinclair [149] speaks about phrase-dependent uses of lexemes. The most socially
salient uses of basic lexemes are almost regularly the phrase-dependent ones. The
phrase-independent uses (or core meanings, cf. [56] and cognitively salient uses [57])
can be described as the uses most tightly associated by most speakers. Core meanings
are supposed to “have wider ranges of normal phraseology than derivative, pragmatic,
metaphoric, and idiomatic senses” ([56], p. 58); i.e. the collocational potential of the
core meanings is supposed to be higher than that of the other uses. If we compare
the sentences 1 and 2 vs. 4 and 5, we observe that this is true to a certain extent:
basically whoever can /ie anywhere and any footed being is a prototypical goer’ but
only a racer (a specially trained human or a representative of a few animal species like
horses and greyhounds) can /ie in (i.e. occupy) a rank position during a race. The col-
locational potential of /e in 1 or 2 is distinctly higher than that of 3 or 4. Implicitly, it
is considered likely to occur more frequently in a large corpus. High frequency means
high social salience, while low frequency means low social salience. To achieve high
social salience, a lexeme must not be confined to one single semantic domain, which
is exactly the case of a racer /ying in a particular position.

On the other hand, the lexeme 70 go as used in 5 is evidently not confined to a
single domain: virtually anybody and anything can be going ro do anything, though
expressing intention or likelihood is hardly an especially cognitively salient use of 7
go. It is anyway one of the most socially salient uses of 7 go, though it is intuitively
a derived use. Thus there must be another force working against the decrease in the
collocation potential. The force’s name is grammaticalization, and it can be viewed
as a range of semantic changes which a lexeme with a quite concrete meaning can
undergo. The following sections discuss how introducing of grammaticalization affects
the general conception of language, and they give a brief overview of the semantic
changes symptomatic of grammaticalization.
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3.2 Emergent Grammar

The leading idea behind the lexicographical description of grammaticalized uses of ba-
sic verbs is that of emergent grammar explicitly formulated by Paul Hopper [66] and
further refined by others, especially Joan Bybee [17] and Bybee, Perkins and Pagliuca
[75]. Hopper provides an alternative view of grammar as “a real-time, social phe-
nomenon”, which is “always in process but never arriving, and therefore emergent”
and “not abstractly formulated and abstractly represented, but always anchored in the
specific form of utterance”. He challenges the langue-parole dualism postulated by
de Saussure by questioning the notion of a pre-existing abstract system of language
rules, considering grammar as a changeable set of the most useful communicational
strategies instead: “Structure, then, in this view is not an overarching set of abstract
principles, but more a question of a spreading systematicity from individual words,
phrases, and small sets. [...] Grammar is now not to be seen as the only, or even the
major, source of regularity, but instead grammar is what results when formulas are re-
arranged, or dismantled and re-assembled, in different ways.? [...] Its forms are not
fixed templates but are negotiable in face-to-face interaction in ways that reflect the
individual speaker’s past experience of these forms, and their assessment of the present
context, including especially their interlocutors, whose experiences and assessments
may be quite different.”?

Grammatical changes proceed very slowly. The mechanisms of change manifest
themselves in small changes going on scattered on many fronts ([75], p. 24). With
this in mind, Hopper’s understanding of the linguist’s task meets that of the lexicog-
rapher’s: “to study the whole range of repetition in discourse, and in doing so
to seek out those regularities which promise interest as incipient sub-systems”.
Symptomatically, Hopper does not make any distinction between grammaticalization
and lexicalization. Also [17] regards grammaticalization as a dynamic but very gradual
process of fusion of lexical items into morphemes.

The approach working with grammaticalization is diachronic by nature. The di-
achronic approach is expected to formulate generalizations about language similarities
more effectively when regarding them as paths of development than if synchronic states
were compared ([75], p. 4). It works on the assumption that there is a set of cross-
linguistically universal cognitive concepts which give rise to grammatical categories in
the development of each particular language®, which a cross-linguistic comparison of

2Similarly, Bybee in ([75], p. xxii): “We do not take the structuralist position [...]. Rather, we
consider it more profitable to view languages as composed of substance — both semantic substance and
phonetic substance. Structure, or system, the traditional focus of linguistic inquiry, is the product of,
rather than the creator of, substance. Substance is potentially universal, but languages differ in as to
how it is shaped [...]”

3CE. [17], p. 212: “...highly frequent forms are learned by rote memorization, and stored and
processed as unanalyzed units.”

4Cf. [8] and partly [82], [83].
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the paths of development can help trace back.
Bybee [17] lists three ways in which semantic elements may be combined:

1. Lexical expression: the semantic elements are expressed by a single monomor-
y g
phemic lexical item. e.g. the lexical item 47/l combines the semantic elements
of ‘die’ and ‘cause’.

2. Syntactic expression: the semantic elements are rendered by separate and inde-
pendent units; e.g. come to know for ‘inchoative’ and ‘know’, or to0 be going ro
for future.

3. Inflectional expression: the semantic elements are bound into a single word.
The respective semantic elements can either take the form of affixes added to a
stem (walk-ed) or just a change in the stem (bring — brought)

All three forms of expression can be regarded as grammatical morphemes or grams,
provided that they are “closed-class elements whose class membership is determined
by some unique grammatical behavior, such as position of occurrence, co-occurence
restrictions, or other distinctive interactions with other linguistic elements” ([75],
p. 2). When looking for grammatical meaning, Bybee, Perkins and Pagliuca ([75],
p- 48), actually pick up areas of the universal semantic space that are frequently gram-
maticalized across languages.

Inflectional expressions are thought to be the top end of the grammaticalization
scale and lexical expressions at the bottom end. To become an inflectional morpheme,
the semantic element in question must have a very general meaning, such that it can
be sensibly combined with all lexical stems of the appropriate semantic and syntactic
category, and it must be obligatory (the generality principle — [17]). Also, the more
one semantic element affects or modifies the other, the more it tends to take the form
of an inflectional morpheme (#he relevance principle — [17]). Relevance depends on
cognitive and cultural salience. The combination of highly relevant elements typically
denotes concepts important for the language community. Although the existence of a
set of universal concepts is assumed, their importance may vary across languages due to
cultural differences. Also, there are undoubtedly some concepts that are community-
specific.’ This is one reason why morphological categories are language-specific.

3[171], p. 137: “The cross-linguistic comparison of the contents of morphological categories must
allow for differences among languages, and it is our task as linguists to discover the systematicity in
these differences.”

°Cf. also [154], p. 27: “How much and what sort of information is expressed by morphology
differs widely between languages. Information that is expressed by syntax in one language is expressed
morphologically in another one. [...] Also, some type of information may be present in one language
while missing in another one.”
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3.3 The Most Grammaticalized Verb Categories

Bybee [17] made a list of all grammatical categories appearing as inflectionally marked
on verbs in 50 non-related languages. She treated the grammatical categories as se-
mantic concepts (or “cognitively significant semantic domains” — [75], p. 3) rather
than granting them a structural status, and she examined the way they manifested
themselves in the respective languages of the entire language sample. The inflectional
expression was considered to be the most grammaticalized. The categories that most
often (i.e. in most languages) had inflectional expression were regarded as the most
universal verbal grammatical categories. It was the categories valence, voice, aspect,
tense, mood, number, person, person (object) and gender (in this order) that came out as
the most universal inflectionally morphological categories of verbs.

It is very tempting to track Bybee’s “cognitively significant semantic domains”
in a contrastive examination of Swedish and Czech basic verbs and to state which
expression they take — the inflectional, the syntactic or the lexical. Inflectionally mor-
phological forms will not be of interest as they are clearly to be described by grammars.
Many syntactic expressions are regularly described by grammars of both languages. So
far, no breaking discoveries are expected, though the languages have been monitored
with respect to contrasting morphosyntactic structures. Yet the main point of interest
is lexical expressions that might have already have set off on the way to becoming a
syntactic expression.

3.3.1 Voice and Tense

The comparison of both languages reveals that voice and tense regularly take in-
flectionally morphological and syntactic expressions in Swedish as well as in Czech.
These categories are created on the base of well-known rules and therefore they are
lexicographically irrelevant. However, their syntactic and lexical expressions will be
recorded if found. e.g. light verb constructions that can be characterized by the Lexi-
cal Function Oper2 have passive meaning (e.g. the Swedsih mdta kritik — lit. to meet
criticism as well as the Czech sklizer kritiku, Celit kritice — lit. to harvest/face criticism:
when X ‘meets/harvests/faces criticism’ from Y, it means that X is being criticised by

Y.

3.3.2 Mood

Mood is expressed mainly syntactically in both languages (except imperative in both
and conjunctive forms in Swedish, most of which are obsolete). Mood is rule-based,
thus lexicographically irrelevant. Sometimes mood is affected by conversational im-
plicatures in Swedish as well as in Czech, e.g. when using a yes-no question (often in
future tense) as a polite imperative: Will you please shut the window? As far as it is not
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a given lexeme that triggers a conversational implicature, the discourse-conditioned
expression form of mood modification is naturally lexicographically irrelevant.

3.3.3 Number and Person

Number and subject person in verbs are expressed by inflectional morphology in
Czech and syntactically in Swedish (by the obligatory subject). Neither language ex-
presses object person.

3.3.4 Valency

Valency is expressed syntactically in both languages. Czech uses 7 direct cases, of
which 2 cannot be prepositional (nominative, vocative) 4 can be prepositional (geni-
tive, dative, accusative, instrumental) and one must be prepositional (locative), while
Swedish only employs subject case, genitive and object case. The object case is used
where Czech would use the dative, accusative, locative and instrumental cases. Ob-
jects that would typically correspond to Czech accusative and dative objects can be
sometimes expressed by direct cases in Swedish, whereas complementations corre-
sponding to Czech locative and instrumental have to employ prepositional cases. As
the respective Swedish prepositions are not straightforward matches to the Czech, a
cross-linguistic comparison of their uses is appropriate. Therefore valency is to be
recorded (as it is anyway common with larger lexicons).

3.3.5 Aspect

While Czech employs many inflectionally morphological aspect pairs (e.g. the imper-
fective stiilet and the perfective stelir), numerous derivationally morphological aspect
pairs (e.g. the imperfective s##ler and the perfective vystiilet) and some lexical aspect
forms (e.g. the perfective vzi# and the imperfective b74t), Swedish does not employ
inflectionally morphological aspect at all, making mainly use of lexical and syntactic
means. The implication for a lexicographical description of Swedish verbs designed
for speakers of Czech is that special attention must be paid to aspect.”

Bybee [17] emphasizes that aspect is a cross-linguistically valid grammatical con-
cept (the third most frequent in the sample of languages).® Its commonest values
are the perfective-imperfective opposition and the second commonest values are the
habitual-continuous opposition.

The analysis of the 50-language sample showed that the values perfective-imperfective
are far more grammaticalized (i.e. they take inflectional expression and are placed

7[17] does not discriminate between aspect and telicity.
8This appears surprising to Slavic speakers, as inflectional aspect is traditionally viewed as a category
specific to Slavic languages!
p guagi
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closer to the stem) than the habitual-continuous values. (Out of the 50 languages
in the sample, 14 had inflectional perfectivity-imperfectivity while only 7 had inflec-
tional habituality-continuity. Bybee [17] explains this with the generality criterion. The
value imperfective covers habitual as well as continuous. The meaning of perfectivity-
imperfectivity has reached such a high degree of generality that it does not even have
to affect the meaning of the stem. The values perfective-imperfective are therefore also
used to mark the position of an utterance in the discourse.’

The habitual-continuous values, on the other hand, are more specific than the
perfective-imperfective. Therefore they are less prone to total grammaticalization (i.e. in-
flectional forms). They are usually rendered as syntactic constructions (very common
cross-linguistically). Unlike the inflectional perfectivity-imperfectivity, the inflectional
habituality-continuity is not claimed to have any more generalized grammatical mean-
ings in any of the 7 languages where it occurred.

Other aspectual values often found in the sample were iterative and inceptive (in-
choative). While habitual-continuous are regarded as subparts of imperfective, inceptive
and iferative are not integrated into perfective. They are more often (i.e. in more lan-
guages) rendered by derivational or even by syntactic means rather than by inflection.
More to say, Bybee [17], p. 149, has noted that in some cases “inceptive meaning was
coded grammatically by auxiliaries, some of which were very similar in their original
meanings’, and she ensures that “it occurs often enough to justify its consideration as
a universal of grammatical meaning”. Inceptive and iterative syntactic constructions
are thus systematically captured in Swe-VALLEX/PNL.

Bybee ([17], p. 151) names a few more meanings listed in grammars as “aspects”
that do not qualify. It is other modifications of an event, such as “to do something
while moving”, “to do something a little”, etc., that do not affect temporal relations
of the given event. However, they are still interesting for a lexicon whenever they are
rendered as lexemes.!?

This gives the following implication for the lexicographical description: aspect

discourse foregrounding, see [67]. Thus the same event can be framed both as perfective and as
imperfective, which [17], p. 142, illustrates with a Spanish sentence pair:

(1) Llovid ayer.“It rained yesterday.” (perfective)

(2)  Llovia sin parar. “It rained continuously”. (imperfective)

The imperfective verb form in 2 suggests that it is describing a circumstance under which another
event took place. It is backgrounded. The perfective verb form in 1 seems to be the actual event in the
discourse. The meaning of rzin does not change. The speaker selects the aspect value according to his
or her own estimation of the role of the given event in the entire discourse.

1976 name an example from Swedish, such a construction would be hdlla pi in combination with a
telic verb, meaning “ to be on the verge on finishing something when something happened”, e.g. Han
holl pa arr tomma brunnen nir de kom = He was just on the verge of having emptied the well when they
arrived.
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must not be reduced to perfectivity-imperfectivity. Instead, as many semantic compo-
nents of event structure must be observed as possible.

3.4 Discovering Regularities in Verb Usage

Adopting Hopper’s view [66] that “...any decision to limit the domain of grammar to
just those phenomena which are relatively fixed and stable seems arbitrary”, an intu-
itive criterion for grammaticalization is being used here: to be able to grammaticalize,
a sequence of morphemes’! must have a meaning that is learnable as a whole ([17],
p. 42).'% A large corpus of Swedish has been searched for such verbal collocations to
identify them as “recurrent strategies for building discourses” (cf. [66]), to itemize the
most salient ones, and to sketch out their productive potential.

The candidates for grammaticalization have primarily been sought among verbs
that “encode major orientation points in human experience” [75], p. 10, including
verbs of motion and location (szd, gd, sitta, falla, komma etc.), verbs of physical control
(ta, fd, hilla, sitta, stilla, ligga, fatta, filla), and even verbs of basic social interaction
(bjuda).

The description proceeds from form to meaning by means of retrieval of suitable
concordances from a corpus. It concentrates on forms rendering semantic features
that have to do with event structure, i.e. valency and aspect in the most general sense.

3.5 Semantic Changes in Grammaticalizing Verbs

Accepting that grammaticalizing elements of language must conform to the generalizy
principle, grammaticalizing verbs must have a fairly general meaning. The best cross-
linguistic instance is the auxiliary verb z0 be, followed by t0 become and ro have. Never-
theless, there are many more commonly occurring verbs that take part in grammatical
structures, e.g. o go in the English future 20 be going to and to come in the inceptive
construction come to + infinitive. How do they qualify for auxiliaries? They certainly
lose some semantic components during the process of grammaticalization and become
more dependent on the context ([75], p. 6). The mechanisms of generalization are
thoroughly explained in [8] and discussed in [75]. As the most used terms suggest,
many authorities regard generalization, which lies behind or accompanies grammati-
calization, as loss of certain semantic components, compared to the core meaning of
the original lexeme: semantic bleaching (coined by Givén) and weakening of semantic
content (Bybee, Perkins and Pagliuca). Yet Heine, Claudi and Hiinnemeyer [8] argue

"n Bybee’s terms even entire words are considered as morphemes.
2Then it can be accepted as belonging into a single word by a generation of language learners and
it can even result in a total fusion of the morphemes.
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that generalization is not always a reduction of meaning (p. 40f.). They name exam-
ples of negation of the core meaning and examples of addition of further semantic
components not present in the core meaning.

When the original meaning of a grammatical lexeme has completely disappeared,
the motivation and course of the change cannot be traced back any more; e.g. in the
French negative particle pas (= “step”).

The following example from Papago illustrates how a new semantic component
can be added to a lexeme: the Papago word for eye is also used as the preposition zo-
wards. The towards reading is derived from eye. This appears strange, since body parts
are normally conceived as static objects. How could the directionality component
have arisen? It was due to the association of the eye as a body part with its function:
eyesight. Eyesight is in the naive world understanding a trajectory leading from the
eye to the viewed object. Hence the expression of ‘towards’ in Papago is not motivated
by the eye itself, but by the way it works.

Generalization typically occurs in the following types of semantic changes:!3

* Metaphorical extension from one semantic domain to another'*

o Context-induced reinterpretation®.

3.5.1 Metaphorical Extension from one Semantic Domain to An-
other

According to Heine et al. [8], the opposition between grammatical and lexical mean-
ings of a lexeme is often identified with the concrete — abstract opposition. The sim-
plest abstraction is making an object non-referential. In terms of logic, the intensional
content of the concept shrinks while its extensional content increases. Then it can be
easily exploited as a metaphorical vehicle for associating a given semantic feature with
another concept by highlighting the semantic component they share. The seman-
tic component can naturally belong to a stereotypical picture (or ldealized Cognitive
Model, cf. Lakoff — [82]) rather than being an objectively existent feature; e.g. the
utterance John is a donkey exploits the non-referential (categorial) donkey for transfer-
ring the semantic feature “simple-minded”, typically associated with donkeys, towards
John. The same happens to body-part terms when they denote spatial entities. When
a concept like back is used in the sense of a part of an inanimate object or even the
location behind an object, it highlights the semantic feature “location relative to a
defined reference point” they share.

13

according to [8] and partly [75]
4CF. [8].

YSinference or conventionalization of implicature in [75]
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Metaphorical abstraction relates concepts across semantic domains.!®

Metaphorical abstraction is the way humans conceptualize the non-concrete aspects
of the world. It is the naive picture of the world, in which it does not matter what the
world actually is like, but what humans believe it is like. The naive view of the world
is anthropocentric. Thus the closest and most discrete objects are parts of the human
body and objects that can be physically manipulated. They help to ‘manipulate’ the
less distinct entities in discourse by acting as metaphorical vehicles [82]. This type
of metaphor has to be held apart from the traditional view of metaphor as a poetic
figure, which is ignored here.
Metaphorical abstraction has linguistic consequences of two types:

1. structure-preserving abstraction
2. structure-changing abstraction

In the former, the topic (the target structure) has not undergone any linguis-
tic transformation (e.g. part-of-speech change). This transformation would approx-
imately include the lexical and some syntactic expression forms of morphemes ac-
cording to Bybee [17]. The latter triggers categorial changes (e.g. a noun becoming
a postposition), and probably to a significant extent it would correspond to deriva-
tional/inflectional and to some syntactic expression forms of morphemes.

Heine et al. assume that the semantic domains make a hierarchy of metaphorical
abstraction, through which source structures develop into target structures:

PERSON-OBJECT-ACTIVITY-SPACE-TIME-QUALITY"”

Just to illustrate one pair, the SPACE-to-QUALITY transfer means that structures
suggesting that an object is located at a place or aims in a direction regularly express
that the object finds itself in a certain state or a certain situation:

(6)  The country is sliding into a depression.
(7)  Belinda fell completely in love with her daughter: 1 felt high for about four days,
not thinking about anything but caring for her.’

etc.

3.5.2 Context-induced Reinterpretation

Heine et al. ([8], p. 70), note that metaphorical transfer, the cognition part, appears
rather discrete. However, they propose that the transitions from one semantic domain
into another create a continuum of linguistic expressions and call this continuous
grammaticalizing process context-induced reinterpretation. It is explained on the verb
to go in the following sentences:

16though metaphorical transfers also occur within a single semantic domain
178], p. 48.
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(8)  Henry is going to town.
(9)  Are you going to the library?
(10)  No, I am going to eat.
(11) 1 am going do to the very best to make you happy.

(12)  The rain is going to come.'®

Examples 8, 9, and 10 illustrate a SPACE-TIME metaphorical transfer. In Exam-
ple 8, the verb 20 go has a clearly spatial meaning, whereas in 11 and 12 it has a clearly
temporal meaning. Yet Sentences 9 and 10 are ambiguous, depending very much on
the context. The sentences can be interpreted in the following way:

(13)  Henry is going to town. SPACE
(14)  Are you going to the library? SPACE
(15) No, I am going to eat. (as answer to 9) INTENTION (+ relics of spatial

meaning are still present)
(16) 1 am going do to the very best to make you happy. INTENTION
(17)  The rain is going to come. PREDICTION

Both 11 and 12 have temporal meaning, but they differ in the desire of the re-
spective subjects to pursue the event as 7zin, let alone the empty iz, cannot have a will
or desire, while a human can.

To explain the semantic continuum, [8] introduce three idealized stages of seman-
tic shifts:

Stage I: A lingustic form F acquires a side-meaning B in addition to its core mean-
ing A when employed in a certain context. At this stage, the utterance can be am-
biguous as long as the context (both intra- and extralinguistic) does not eliminate the
ambiguity, and it can be misunderstood by the recipient. (This would apply for 10.)

Stage II: The form F can be used in contexts where only the meaning B can be

employed. (This would apply for 10.)

Stage III: The meaning B becomes conventionalized and cognitively salient enough
to be conceived as a second meaning of the form E which becomes polysemous. (This
applies for11 and 12). However, the meanings A and B are conceptually linked as the
transition was continuous (p. 72).

Heine et al. [8] later revised their A to B model, introducing the terms focal sense
and non-focal sense. In this revised model, A and B at Stage III would be focal senses.
At Stage I, B would only be a non-focal sense. It would be only an exploitation of the
meaning A. The meaning A is supposed to have a set of conversational implicatures in

18Quoted from Heine et al., p. 70. According to an English native speaker’s view, 12 sounds unid-
iomatic and should be rephrased as Iz is going ro rain.
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addition to its core, partial pragmatic meanings which are triggered by various con-
texts. When a non-focal meaning B becomes highlighted as particularly suitable for
expressing a given communicational purpose, it becomes more frequent and gradually
gains its own set of conversational implicatures. Then it grows to a new focal mean-
ing B. B, undergoing grammaticalization, then generalizes even to contexts where
formerly only A was accepted.

The revised model of context-induced reinterpretation implies the following: when
determining the meaning of a grammatical entity, not only the focal meanings have to
be observed, but also the conceptually prior non-focal meanings and recurring ‘later’
meanings likely to develop into new focal meanings must be recorded. Sentences 11
and 12 show the completed development from a volitional to a predictional future.
When the structure be going to is used with an agentive subject, it typically has the
meaning of INTENTION: / am going to draw this .. .so that he can have a full picture.*®
As a result of the PERSON-OBJECT metaphorical transfer??, the volitional future
construction has been exploited in order to create a new convention, which marks
future in events with non-human and non-agentive subjects. The evident conversa-
tional implicature is that non-human and non-agentive subjects do not activate the
will feature in the future since they cannot pursue any will on their own: /# is going to
be hot today (PREDICTION). However, due to the generalization of the new inter-
pretation, the PREDICTION-meaning is extendable back to sentences with agentive
and human subjects: We are going to have a new mum. Here the structure zo be going to
is ambiguous since without the context or knowledge of the situation it is impossible
to tell whether the speakers (potentially volitional) are planning to have a new mum
or whether they are rather assuming that this happens, no matter their will.

The context-induced reinterpretation appears to be the most interesting semantic
change for a lexicographer seeking out “regularities which promise interest as incipient
sub-systems” [66]. It has also been described in other words by Hanks (exploitations
of norms in [57]) as the result of a long-termed lexicographical work with authentic
language data. A few cases have been discussed in Section III.

19(8], p. 171fF.
20The trasformation of volition into prediction can be seen as the transformation of X wants into X
wants to happen = X will happen.



Chapter 4

Light Verb Constructions

4.1 'The Notion of Light Verb Construction (LVC)

Kiirt barn har méanga namn.
(A dear child has many names.)
A Swedish proverb

As already mentioned in Section 1.2, the initial impulse for the work on Swedish
basic verbs were the German Funktionsverbgefiige. The ultimate German grammar
textbook for foreign learners [63] contained a list of them. There seemed to be no
reason to doubt that Swedish textbooks for foreigners would treat this issue with
the same matter-of-factness, especially since the two languages are quite closely re-
lated. However, Swedish textbooks for foreigners did not pay much attention to
them. This seemed astonishing, as Funktionsverbgefiige are very common in Swedish,
too. A deeper look into the issue of Funktionsverbgefiige alias support verb constructions
alias funktionsverbumskonstruktioner (and many other aliases in different languages)
revealed that the innocent, no questions provoking list in a German textbook must
have been based on a longlasting and multi-faceted academical discourse, which was
not limited to German linguistics and which turned out to be very lively in the Scan-
dinavian linguistics as well!, only it has not penetrated the students’ textbooks yet.
This was the actual entrée into the fascinating world on the edge between lexicon and
grammar.

Lexical verbs which lose their concrete meaning when combined with abstract
nouns and nominalizations and which occur in such combinations very productively,
appear to be very common in modern European languages, but also beyond Europe,
as already noted by R. Jakobson (for reference see Jelinek [72], p. 50). They were even
observed in South-Asian languages [16], which are linguistically as well as culturally
very distant from the European languages.

ICf., among others, [6], [10], [11], [14], [15], [34], [36], [141].

37
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German linguistics has studied Funktionsverbgefiige and Funktionsverben (also un-
der different terms) intensively since the term was coined by von Polenz [130]. In-
terest in this issue rose especially with the onset of generative and transformational
grammar (among others in Rothkegel’s studies on fixed syntagms [140]). To be men-
tioned are also at least Persson’s studies on causativity [126], [127], as well as the
research in German as a foreign language [63] and [51].

In the English linguistics, a common term for this phenomenon is light verbs [74]
and light verb constructions (alongside support verbs, support verb constructions, expanded
predicates, verbo-nominal phrases, delexical verbs, stretched verbs, among others).

The terms, especially the German terms as Funktionsverben, Nominalisierungsver-
ben, verblasste Verben, Streckformen, etc., cannot be used interchangeably. Some au-
thors using the respective variants were observing only the combinations of a verb and
its direct object, others only the combinations of a verb and its prepositional object.
For a summarizing comparison of the light-verb related terms in German and English
see e.g. [60].

Butt in [16] claims that although light verbs potentially are a universal linguis-
tic phenomenon, they have different structural features in the respective languages?.
Hence all syntactic tests for defining light verbs and light verb constructions are
language-specific (p. 24 in the web-released manuscript of [16]). E.g., in the Ger-
manic languages, the following criteria are commonly named:

* Light verb construction with the predicate noun in the position of the direct
object cannot be passivized.

* 'The predicate noun cannot be replaced with an anaphoric expression.

* 'There should be at least an option of the predicate noun to occur without de-
terminer (a criterion applied to Swedish, see [34]).

Few verbs are light under all circumstances: those ones that combine only with
nominalizations or event nouns, such as perform, carry out®. The syntactic behaviour
of the word combination is an important clue in all verbs that can either act as lexical
verbs or as light verbs according to their context. However, the syntactic criteria do
not apply 100%, and their strict application results in a long list of light-verb-like
constructions, defined exclusively by their lacking syntactic salience.

Hanks et al. point out in [60] that “lightness is a matter of degree”, and that
“some uses [of verbs that can act as light verbs, S.C.] are lighter than others” (p. 441).
They emphasize the collocational and semantic criteria for deciding whether a verb

2E.g. in Butt’s example from Urdu, a light verb construction even requires a second lexical verb
attached to the light verb in the verb-noun structure.

3In this context it is to be added that evaluative expressions that are neither nominalizations nor
event nouns act as such in light verb constructions; e.g. He committed something horrible.
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use is light or not: “The problem lies in the expectation that necessary and sufficient
conditions can be established for delicate grammar categories, as opposed to charac-
terizations of typical features. Light verbs typically focus attention on an event or
process, and events and processes are very often expressed in nouns that are nominal-
izations (i.e. cognates of verbs) — but the focus is still on the event, even when the
direct object is a word that denotes a physical entity” (p. 443). They introduce the
notion of semantic lightness in their analysis of the verb — direct object combinations,
and there is no apparent reason not to relate this term also to verb — prepositional
object combinations, which their paper does not address.

Butt [16] draws an interesting conclusion from diachronic English studies, which
supports favouring semantic and collocation criteria over syntactic — although in their
function similar to auxiliary verbs, light verbs, unlike auxiliaries, do not underlie
the grammaticalization process in the development of a given language: “Light verbs
straddle the divide between the functional and lexical in that they are essentially lex-
ical elements but do not predicate like main verbs” (p. 4 and 13 in the web-released
manuscript of [106]).

After a careful consideration, the terms /light verbs and light verb constructions
(LVCs) have been adopted for this thesis, as well as the semantic and collocational
view of these constructions rather than only the strictly syntactic ones. The nominal
part of these constructions is in this thesis called the predicate noun or predicate noun
phrase when the modifiers of the given predicate nouns are explicitly included. The
terms light verb and light verb construction are used as opposed to support verbs and
support verb constructions, with the German equivalent verblasste Verben rather than
Funktionsverben, Nominalisierungsverben, etc. Hence the term light verb constructions
as used in this thesis includes all the following phenomena:

* constructions with the predicate noun in the position of a direct object

* constructions with the predicate noun in the position of a prepositional object

* constructions with the predicate noun in the position of subject (captured only
occasionally in PNL (see Section 16.4))

* verbs that combine only with event nouns

* verbs that combine with event nouns as well as with nouns denoting entities,
when the entire construction focuses on an event which gives rise to the entity

rather than on the entity itself (e.g. take a photograph, ct. [60]).
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4,2 LVCs as Collocations

LVCs can be regarded as a type of collocation. Malmgren ([97], p. 12)* describes a
number of candidate LVCs, calling them a kind of “prototypical collocations” that
consist of a semantically impoverished verb and an abstract noun. The abstract noun
keeps its meaning, hence it is considered to be the more stable member of the col-
location — the collocational base (or node, see [149]). Its verbal collocate is generally
unpredictable.

Inspired by Mel’¢uk’s Meaning-Text-Theory (see Chapter 8), Malmgren finds and
associates Swedish verbal collocates with nouns by means of the lexical function Oper.
Fontenelle ([47], p. 142) also claims that “Support Verbs roughly correspond to the
type of lexical relation that can be encoded through the Oper Lexical Function used
by Mel’cuk”.

The understanding of nouns as collocational bases in verb + abstract noun con-
structions is clearly shared by Cermdk, (e.g. [22]): “Abstract nouns seem to follow a
few general patterns in their behaviour, which seem to be more structured, allowing
for much less freedom than concrete nouns. The patterns the abstract nouns enter are
determined by their function and meaning”.>

While Helbig and Buscha were seeking to identify a distinct class of “Funktionsver-
ben”, and Baron and Herslund [6], Rothkegel [140], and Persson [126], [127] were
trying to define light verb constructions by the semantic relation between the noun
phrase and the verb, Fontenelle, Malmgren, and Cermak focused on the noun, in full
accordance with the pregnantly formulated observation of Hanks [57]: “...it seems
almost as if all the other parts of speech (verbs and function words) are little more
than repetitive glue holding the names in place”.

Even in the cross-linguistic perspective, it is usually the noun that is the common
denominator for the equivalent light verb constructions: “The verb [...], although of-
ten the only one that is correct and idiomatic, can seem totally arbitrary. In another
language — mutatis mutandis — totally different verbs often occur which work as place
holders; that is why prototypical collocations often cause translation problems” ([97],
p. 11, and cf. [143]).® Malmgren further notes that “sometimes, though far from
every time, one can anticipate a sort of metaphorics” in the choice of the verb. Ac-
cording to Malmgren, the eventual metaphors can be traced back and explained ex
post facto, but they are definitely not predictable within any one given language, let
alone cross-linguistically.

“Malmgren’s starting point is the system-oriented understanding of collocations coined especially
by German linguists as Hausmann and Heid ([62] p. 302) rather than the original English contextualist
approach to collocations.

SThough Cermék explicitly avoids the term ‘collocation’, using the expression ‘stable combinations’
instead, among which “some are undoubtedly more frequent than others”.

¢The quotations of Malmgren, Ekberg and Dura were translated from Swedish by S.C.
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4.3 Semantic Aspects of LVCs

From the semantic point of view, the noun seems to be part of a complex predicate
rather than the object (or subject) of the verb, despite what the surface syntax suggests
(ct. [143], p. 93, and [11], pp. 53, 145). Asalready stated by many authors (e.g. [63]),
light verbs are in fact lexical verbs that have to some extent lost their lexical meaning,
in order to provide the predicate nouns with verbal morphological categories (which is
the feature that makes them resemble a verb class according to [63] — Funktionsverben,
and [72] — operational verbs (operaini slovesa, p. 40)).

Many students of this topic have observed that verbs, when occurring in an LVC,
start to carry more abstract semantic features. Rothkegel [140] considers the semantic
bleaching’ of the verb to be the antipode of verbal polysemy. She shows that the mean-
ing of a given lexical verb in LVCs neither matches any of its meanings outside LVCs,
nor does it create new meanings when associated with the respective noun phrases,
which implies that instead of just being deprived of a part of its original meaning,
the lexical verb acquires an additional, more abstract meaning that is reserved for the
verb’s occurrence in LVCs.

Butt ([16], p. 18 of the web-released manuscript) proposes that light verbs are
characterized precisely by the ability to express general features, as described by Rothkegel
[140]. However, Butt is explicit in that she does not regard light verb uses as semantic
derivations of the primary meanings of the verbs, but contrary to that, she assumes
that “the lexical specification of a handful of verbs (somewhere between 5 and 20)
cross-linguistically allows for a use as eizher a main verb or a light verb. Some com-
mon examples crosslinguistically are the verbs for come, go, take, give, hit, throw, rise,
fall, and do/make. |...] Their lexical semantic specifications are so general that they
can be used in multitude of contexts, that is, they ‘it many constellations.”

4.4 LVCs and Event Structure

LVCs are often referred to as a means of modifying the event structure of a locution,
especially in languages such as Swedish, which do not (regularly) indicate aspect by
morphological means (i.e. by stem vowel alternations or affixes). In such languages
the aspect remains underspecified, unless lexical markers (e.g. temporal adverbs) are
employed in the utterance. A kind of event structure opposition is assumed between
an LVC and its corresponding synthetic predicate (when there is one). Butt ([16],
p. 18) of the web-released manuscript, in accordance with many other authors, em-
phasizes that “light verbs modulate or structure a given event predication and do so
in a manner similar to that of modifiers with respect to semantic notions such as

»  «

7She quotes other authors terms, such as ‘das Verblassen der Merkmale bei den Verben”, “Bedeu-
tungsentleerung”, “depletion of the designatum”.
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benefaction, suddenness, etc.® [...] The light verbs also tend to add further informa-
tion about the aktionsart of the complex predication. In particular, there is often a
telic/boundedness or a causation component.” In this respect they have similar func-
tion as verbal prefixes or particles ([16], p. 16).

LVCs are built as compositional events or constructions consisting of a ‘verbal’
and a ‘nominal’ subevent. Yet the ‘verbal’ event does actually never ‘take place’ due
to the semantic depletion in light verbs (cf. [44]). The given light verb only passes
some semantic features on to the ‘nominal” event. Durative events are by definition
atelic (e.g. zo have problems), with the reservation that multiple telic ‘nominal’ events
combined with a durative atelic light verb express iterativity, e.g. to suffer from attacks.

LVCs denoting transitions (i.e. changes of state) are generally regarded as telic
(cf. [134]), no matter what telicity value the given light verb would have if used as
a lexical verb outside the LVC. Bjerre [10] puts it this way: “LVCs denoting transi-
tions are invariably achievements®, either inchoatives or causatives [...], the SV [i.e.
support verb, S.C.] always denotes an underspecified subevent;. [...] Not surprising
terminative is the negative counterpart of inchoative.”

Bjerre’s examples make it more clear: “Sizuationen kom ud af kontrol — [The situa-
tion came out of control] denotes a situation in which the resultant state is the negative
of that in Situationen kom under kontrol [The situation came under control]. [...] This
may be paraphrased: (subevent;:) The situation was under control when something
happened as a result of which (subeventy:) the situation was out of (= not under)
control”. Bjerre notes that light verbs denoting transitions are either achievement
verbs with inherently underspecified subeventy (come, bring etc.), or they are verbs of
motion or location which lose their specific relation when used as light verbs.

4.5 Productivity vs. Lexicalization in LVCs

Whereas traditional views emphasize that it is mostly the lexicalized units that tend
to show specific syntax behaviour and, therefore, LVCs are to be considered as more
or less lexicalized phrases, Ekberg [36] and Dura [34], as well as Persson [127], con-
centrate on the apparent productivity of LVCs and the regular production patterns
they form. Ekberg notes that many lexicalized phrases “have an almost completely or
at least partly predictable meaning and new ones can be formed according to produc-
tive rules within the grammar” ([36], p. 32), while Dura goes even further, adding
that “even the newly-formed phrases show the same syntactic restrictions as the lex-
icalized ones” and interpreting this phenomenon as evidence that “these restrictions

8Cf. also [143].

Transitions are further divided into two subtypes. In achievements the subevent; is underspecified,
unlike in accomplishments, e.g. Carl built a house (accomplishment) x 7he expedition reached the top of
a mountain (achievement). See [10].
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indicate that something is meant as a lexicalization rather than that they are the result
of lexicalization” ([34], pp. 1-3). She considers article-less verb-noun combinations
to be evidence that there is “a kind of word combination that is not controlled by the
regular syntax but aims at lexical composition” and that it is thus “possible to form
new phrases which can act as lexical units. The ordinary syntax is oriented at combin-
ing lexical units with obligatory grammatical categories, but there even seems to be
another syntax, a syntax which allows language users to build larger conceptual units
without involving the grammatical categories”. Dura and Ekberg approach the issue
from the semantic side, though they seek to draw syntactic conclusions. The syntactic
criteria are eventually more important for Dura and Ekberg than they are for Hanks
et al.

4.6 Aspects of Valency in LVCs

The central issue of valency in LVCs is whose valency frame is the predominant one:
the one of the light verb, or the one of the predicate noun? Or possibly a combination
of both? When drawing an LVC as a dependency tree, which complementations will
depend on the verb and which will depend on the noun?

Baron and Herslund ([6], p. 106-111) observe simplex transitive verbs, their
nominalizations, and LVCs that contain the given nominalization. They draw the
conclusion that nominalizations (i.e. event nouns occurring independently of LVCs
as well as their compounds) inherit the valency frame from the entire LVC rather than
from the simplex verbs they are derived from. The following example sketches a scale
along which the prepositional selection is ordered:

(18)  Terroristerne truer ambassadpren.
The terrorists threaten the ambassador.

(19)  Terroristerne fremsatter trusler mod ambassadoren.
lit. 7he terrovists make threats against the ambassador.

(20)  terroristernes trusler mod ambassadoren
the terrorist’s threats against the ambassador

(21)  terroristtrusler mod ambassadpren
terrorist threats against the ambassador

Example 18 is a sentence whose predicate is a simplex verb. Example 19 is a
sentence that employs an LVC whose predicate noun is the nominalization of the verb
that occurs in 18. Example 20 is a noun phrase that consists of the nominalization
plus the other members of 18. Example 21 is the most ‘nouny’ one: a noun phrase in
which one of the members of the first sentence has become part of a compound.

Baron and Herslund show by means of the selection of the same preposition in
the nominalization as in the LVC that the valency pattern of the nominalization is



44 CHAPTER 4. LIGHT VERB CONSTRUCTIONS

identical with the one of the corresponding predicate noun but not with the one of
the verb. They consider LVCs to be “transitional forms between clauses with simplex
verbs and complex nominals”. Nehr Pedersen ([125], p. 210) even claims and shows
on examples that light verbs have no valency of their own but they inherit the valency
of their predicate noun.

FGD, whose valency theory is the basis for the valency description of LVCs in
Swe-VALLEX/PNL, shares the opinion of Cermik [21] and Maché¢kova [95], who
observe the valency potential in the light verb as well as in the predicate noun. Cermak
shows different potentials of ‘abstract nouns’ to acquire valency complementations in
LVCs, observing also the valency complementations of the light verb. Machd¢kova
claims that: “When a noun enters an AP it can keep its valency pattern (mit, cho-
vat dctu ke komu (place trust in someone)), or — if the light verb has its own valency
pattern — it ‘obeys’ the verb.” It is the case with verbs that acquire three valency com-
plementations as ddt (give), poskytovat (provide), vedit (pay [tribute]), vénovat (grant),
projevit (show), vyslovit (convey, express). Despite the pattern diivéra ke komu (trust in
someone) it says projevit, vyslovit ditvéru komu (place one’s trust in someonelsomething);
similarly, péée o Jana (someones care of John) but poskytnout péci Janovi (provide care ro
John) because of the verbal valency pattern poskytnout komu co (provide something to
someone)'!.

Hence the surface realization of the valency complementations as well as their or-
ganization depend mainly on the light verb; if the verb does not have any valency
pattern other than the one with the abstract noun, all other valency complementa-
tions are governed by the noun, e.g. mit zalibeni v kom, éem (have a delight in some-
onelsomething)'?.

However, there is an exception, according to [95]: if a valency complement of
the predicate noun takes the form of a spatial adverbial, the given adverbial is usu-
ally governed by the verb; e.g. in budit Janiiv obdiv (arouse John's admiration), Janiw
(John’) is governed by the noun obdiv (admiration), whereas in budit obdiv u Jana
(arouse admiration in John) the prepositional phrase u Jana (in John) is governed by
the light verb budit'3. Sometimes the prepositional phrase could be easily associated
with the noun, since it can complement the noun even outside an LVC; e.g. oprava
na vodovodu (repair to the water-main ) — provést opravu na vodovodu (perform a repair
to the water-main). The reason is that the prepositional phrase is not an obligatory
complementation of the verb, but it is an alternative way of saying oprava vodovodu
(repair of the water-main), where vodovodu (of the water-main) is clearly governed by

10AP = ‘analytical predicate’ = LVC (S.C.)

WThis example works much better in Czech than it does in the English translations.

12[95], p. 136, translated by SC

13This construction is ambiguous in Czech. It can mean arouse Johns admiration for X as well as
arouse someones admiration for John, and it is not clear whether Machdc¢kovd means both the interpre-
tation or which of the two possible.
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the noun oprava (repair).

Kolétovi-Rezni¢kové has performed a detailed analysis of Czech deverbal nouns
within and outside LVCs for the FGD-based annotation of the Prague Dependency
Treebank [139], [26], and especially [80]. For an introduction into the FGD va-
lency theory see Chapter 6. In short, in the FGD valency theory, the frame-evoking
word has valency frames. Each frame is defined by the number and type of the inner
participants and obligatory free modifications (for terminology issues see Chapter 6)

Koldtovi-Reznitkovds conclusions have been adopted by the PDT- tectogram-
matical annotation manual [105] and also by Swe-VALLEX/PNL. The essential points
on the issue of valency in LVCs within the FGD framework are given below!4.

* An LVC takes two entries in the valency lexicon: the verb has its own frame in
an entry and the noun has its own frame in an entry.

* When a verb is used as a light verb, the light-verb usage has its own valency
frame. The predicate noun acquires the functor CPHR (Compound Phraseme).
All nouns marked with CPHR in the data have their entries in the valency lex-
icon.

* The CPHR-frame of a verb can have three different forms compared to its non-

CPHR use(s):
— The CPHR-frame can keep the non-CPHR valency.
(22)  Poskytuji jim potmvu.PAT

They give them food.

(23)  Poskytuji jim pomoc. CPHR
They give them help.

(24)  dostat od nékoho. ORIG ko CPHR

get a task from someone.

Some verbs have obligatory free modifications in non-CPHR uses.

(25)  kldst néco.PAT nékam.DIR3

put something somewhere

The CPHR-use, however, employs the same form (preposition + case) to
render the Addressee (ADDR) rather than direction. The semantic change
is to be respected and the functor DIR3 is to be replaced with ADDR, as
in Examples 26 and 27.

4Starting here, the terminology of FGD will be used consequently for valency issues.
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(26)  kldst néco.PAT na podnos. DIR3

put something on the tray

VErsus

(27)  kldst na nékoho. ADDR ndroky CPHR

lit. put requirements on somebody

— 'The CPHR-frame can acquire a new complementation, as in Examples
28 and 29:

(28)  Udélal tuto ¢dst. PAT diplomové price
He made this part of the master’s thesis.

VEersus

(29)  Udeélal na mé. ADDR dojem. CPHR

He made an impression on me.

— The CPHR-frame can lose a valency complementation, as in Examples

30 and 31:
(30)  Podal kolegovi ADDR sroubovik PAT

He handed a screwer to bis colleague.

VEersus

(31)  Poddvi Spickové vjkony.CPHR.
lit. He hands a top-quality performance.

* When annotating the data, it is the annotator’s decision whether a complemen-
tation which has occurred in the given sentence should be attached to the verb
or to the noun. Nevertheless, there are some basic rules to be followed.

The predicate noun takes its own complementations just as the light verb does.
Presumably, “a noun occurring in a complex predicate as its nominal component may
borrow a form for the expression of its valency modification which is used to express
a referentially identical valency modification of the verbal component (the noun it-
self would not require such a (form of) modification; in the case of deverbal nouns
this form of modification is not present even with the base verb). The given valency
modification may then also be expressed in this borrowed form when the noun oc-
curs outside the complex predicate (within the complex predicate the given valency
modification is interpreted as dependent on the verbal component)” [105].

When deciding whether a valency complementation belongs to the verb or to the
noun, three cases are to be distinguished:
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1. The deep frame slot filler (the functor) and the corresponding surface frame slot
filler (the surface syntax form) occur either only within the verb or only within
the noun frame.

2. 'The deep frame slot filler (the functor) occurs in both the verb and the noun
frame, but its surface frame slot fillers differ for the noun and the verb frame.
The surface form associates the deep frame slot filler either with the verb or with
the noun.

3. 'The deep frame slot filler (the functor) and its corresponding surface frame slot
filler occur in both the verb and the noun frame, and it can belong in the noun
frame as well as in the verb frame and the surface form does not help decide it,

e.g. Petr dostal od $éfa rozkaz prijit véas, which can be interpreted as Petr dostal
od $éfa rozkaz od $éfa.

The last case (called ‘dual function of a valency modification of the complex pred-
icate’) is resolved by means of an annotation convention: valency modifications with
dual function are represented as primarily dependent on the node for the verbal com-
ponent of the complex predicate ([105], Section 9.3.4.1). The complementation is
preferably attached to the verb. The frame of the predicate noun is completed by
generating new nodes according to the valency lexicon. The node that corresponds to
the complementation with dual function acquires the substitutional tectogrammatical
lemma QCor (Quasi-Control). Quasi-Control is a subtype of verbal control, which
in turn is a type of grammatical co-reference.

Fig. 4.1 shows the tectogrammatical tree structure of an LVC with a valency
modification with dual function.

As Swe-VALLEX/PNL is a lexicon and coreference is only indicated in the data in
the FGD-based annotation, it does not indicate the coreferential relations between the
light verb and the predicate noun within an LVC. It describes the complete light-verb

e
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root ..

get.enunc
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Peter #Gen order
ACT ORIG CPHR
#QCor #QCor come
ACT ADDR PAT
#Cor #ODblfm
ACT DIR3

Figure 4.1: Peter got the order to come.
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frame (in Swe-VALLEX) and the complete predicate-noun frame (in PNL). Prefer-

ences of surface realization of the members of the noun frame are included in PNL
(see Section 16.4).

4.7 Communicative Aspects of LVCs

Since von Polenz [130], authors have observed numerous semantic features in LVCs
that distinguish them from the corresponding simplex verbs and justified their use
as not being only an evidence of officialese mannerism. Jelinek [72] points out cases
in which using an LVC is advantageous for communication, and so do Helbig and
Buscha [63]. Hanks et al. [60] also show that a given LVC usually cannot be ex-
changed for its corresponding simplex verb, since their meaning is different, and this
fact has nothing to do with stylistics.

Jelinek notes that by making use of a nominalization the speaker gains a noun,
with which he can refer back in text to a verb:

(32)  Pruzina, na které je zavéSeno zdvazi, se prodlouzi. Stejného prodlouzeni lze
dosdhnout, tahneme-li za pruginu rukou.
The spring, on which the weight is hung, grows longer. The same prolongation
can be achieved when we pull the string by hand.

Nominalizing is an efficient way of creating new terms from events. Adding an
attribute to the nominalization creates a more specific term, e.g. vybijeni nabitjch
izolovanych vodicii (discharging of the charged isolated wires).

By expressing the event with a nominalization, the speaker gains the possibility to
compress an adverbial into an adjectival or a nominal attribute, cf.

(33)  Vitanym ozivenim byly ukdzky skladeb pro staré ndstroje.*>
The samples of compositions for old instruments were a welcomed animation.

Sometimes, there is no option other than nominalization, since the modifier can-
not be expressed as an adverb:

(34) M. Bachdiek z Nauméfic konal s Keplerem v jednoduché hvézddrné astronomickd
pozorovdni.
M. Bachdcek from Nauméfice was performing astronomical observations with
Kepler in a simple observatory.

The same sentence shows that the transitive event of observing does not have to
express its object when nominalized, whereas when using a simplex lexical verb, the
object of the observation must be rendered by the surface syntax. The sentence is
unacceptable with object omission, although the adverb astronomically would fill the
gap from the semantic perspective:

15All the Czech examples are taken from [72].
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(35) *M. Bachdicek z Nauméric s Keplerem v jednoduché hvézddrné (astronomicky)
pozorovali.*®.
*M. Bachdcek from Nauméfice astronomically observed with Kepler in a simple
observatory.

Helbig and Buscha [63] give many examples of LVCs that ‘passivize’ an event.
This can be of use when the agent of the event is unknown, irrelevant, or should not
be mentioned:

(36)  Das Buch hat allgemeine Anerkennung gefunden.
lit. The book found general acknowledgement.

The book was well received.

Sometimes the agent is even present on the surface but ‘camouflaged’ in a prepo-
sitional phrase:

(37)  The problem of biting in companion parrots is a serious one.

Light verb constructions also facilitate event coordination. Helbig and Busha [63]
illustrate it on Examples 38 and 39. The first sentence is rather overloaded, which is
particularly evident due to the German word order rules (separable prefixes are placed
at the end of the predicate field in finite main clauses), while the other one, where
three predicate nouns are coordinated within a light verb construction, is normally
acceptable, or at least much better than the previous one.

(38)  Wir klagen ihn an, werfen ibm etwas vor und beschweren uns iiber ihn.
We are prosecuting him, accusing him of something and complaining about him.
(39)  Wir erheben Anklage, Vorwiirfe und Beschwerde gegen ibn.

lit. We are raising a prosecution, accusations, and complaints against him.

Especially languages with fixed word order make use of LVCs when moving the
focus to the right (also [63]):

(40)  Er fiihrte bei den Verbandlungen der Kommission Protokoll. (focus: Protokoll)
lit. He kepr at the negotiations of the commission a record.

(41)  Er protokollierte bei den Verhandlungen der Kommission. (focus: Verhandlun-
gen der Kommission)

lit. He recorded at the negotiations of the commission.

Light verb constructions were initially condemned as officialese. Jelinek, Machdckova,

and Cermik, as well as Helbig and Buscha, emphasize the significance of LVCs for

16This particular example sentence is made-up. All the correct examples in this section have been
quoted from [72].
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intellectual texts (though Machdckovd gives a nice bunch of very expressive and col-
loquial ones in Czech). Jelinek observes that some LVCs have developed a touch
of importancy or officiality of the given event itself (e.g. navstivit— visit someone vs.
vykonat ndvitévu — pay a visit). Yet due to the numerous other semantic and grammat-
ical functions of LVCs it would be incorrect to limit their characteristics to making a
given text sound more official (cf. also [60]).

4.8 Conclusions

This chapter is a summary of semantic, syntactic, and stylistic observations concerning
light verb constructions. The plenitude of opinions raised in connection with verb-
noun collocations makes it clear that, whichever criterion is given priority, light verb
constructions remain a heterogeneous group with a continuum ranging from typical
and non-typical members.

Their internal syntactic relations remain rather unclear. Butt ([16], p. 3) claims
that in light verb constructions “the predication is primary and hence monoclausal,
the grammatical functional structure is that of a simple predicate: there is only a single
subject and no embedding (no control raising)”!”. The FGD-based annotation indi-
cates a special type of control (quasi-control) between the light verb and the predicate
noun. Koléfovi-Reznitkovd has performed an analysis of the valency behaviour of
verbs and nouns within the light-verb frames as well as an analysis of deverbal noun
valency outside light verb constructions to find out more or less that the decision
whether a modification is governed by the light verb or by the predicate noun is to be
taken for each single light verb construction separately.

The light-verb constructions specific quasicontrol indicates that the light verb and
the noun share the participants wherever it is not absolutely evident from the surface
realization that the given participant belongs only to one of them, which enables
the option of capturing them both in the light verb entries in Swe-Vallex and in the
predicate noun entries in PNL. The lexically-centered approach formulated by [60]
was adopted for the selection of entry candidates.

It is, however, not clear whether this is a universal claim, since she mainly argues with a number
of exotic languages.



Chapter 5

The Transitivity Hypothesis

5.1 What is Transitivity and (why) does it Matter?

This chapter attempts to apply a very abstract linguistic hypothesis (the Transitivity
Hypothesis) to observations of Swedish daily language use, in order to trace the pos-
sible impact of this hypothesis on basic verbs and their noun collocates in light verb
constructions. Admittedly, it may turn out that there is no impact at all. Even if there
were some, proving this and exploring this impact in a proper way would go beyond
the scope of this thesis and mainly beyond the linguistic competence of an occasional,
non-native speaker of Swedish.

However, the hypothesis is so fascinating in its extraordinariness, that it invites
to a closer investigation and comparison with living language data. Why not take
its existence into account when anyway performing a detailed analysis of selected
morphosyntactic units and why not provide sorted lexical evidence for further in-
terpretation — the more so since a thorough corpus-based study on the impact of the
Transitivity Hypothesis on Swedish has already been published [86], see Section 5.6.
Its statistical interpretation was not directly a bullet-proof corroboration of the Tran-
sitivity Hypothesis, but, in the context of the entire study, it evidently inspired and
encouraged further investigation.

According to the Transitivity Hypothesis, formulated by Hopper and Thompson
[67], one of the primary cross-linguistically effective goals of certain morphosyntactic
categories is to structure the discourse. Information structuring is very important in
a discourse. For listeners and readers it is crucial to be able to distinguish between
background information and the content being conveyed as substantial at the mo-
ment of speaking and writing. A cooperative speaker makes this distinction clear by
employing — probably unconsciously — a number of morphosyntactic markers of dis-
course backgrounding vs. discourse foregrounding — in other words: the interplay
of certain morphosyntactic markers can decide whether an event will be perceived as
foregrounded or as backgrounded.

51
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Foregrounded information has typically the following features:
* telic event

* punctual

* volitional

* agent inherently volitional (animate)

e affirmative (not negated)

* real (not interrogative or conditional)

* with a patient

* patient individuated

Backgrounded information has typically the following features:
* atelic event

* durative process or state

* non-volitional

* agent inherently non-volitional

* negated

* unreal (conditional or interrogative)

* lacking patient

* patient not individuated

* no agent (natural processes)

The more significant the effect of the Agent on the Patient, the more foregrounded
such an event tends to be. Finally, the more individuated the patient (i.e. count,
definite, referential, animate, and preferably a proper name), the more likely the given
event would be foregrounded. All the mentioned cognitive features have to do with
the speaker’s assessment of how much the world has changed with the event described.
The more substantial the change, the more foregrounding it deserves.

The explanation is, according to Hopper and Thompson, surprisingly straightfor-
ward: what attracts attention and deserves a verbal comment is usually a change in
the non-linguistic reality, rather than a status quo — at least in narrative texts. Hopper
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and Thompson [67] group all the cognitive features just mentioned above (see also
Figure 5.1) into one semantic concept, which they call Transitivity (with a capital T).
Transitivity in the conception of Hopper and Thompson is not confined to verbs that
require a direct object, but it is rather a scale-like, continuous semantic phenomenon.
It expresses the extent to which a Patient was affected by an Agent in an event. Tran-
sitivity can be higher or lower, depending on the values of the features mentioned.
Even events with only one or no agent have their degree of Transitivity depending on
the feature values that are not related to the number of participants of the given event.

Hopper and Thompson ([67], p. 254) generalize their observations by the claim
that the component features of Transitivity “CO-VARY extensively and systematically
[...] Whenever an obligatory pairing of two Transitivity features occurs in the mor-
phosyntax or semantics of a clause, THE PAIRED FEATURES ARE ALWAYS ON
THE SAME SIDE OF THE HIGH-LOW TRANSITIVITY SCALE”. Both [67]
and [86] suggest that there is a correlation between verb aspect and the individuation
of the noun in the direct object position (cf. [86] and Section 5.6 on Greek compared
to Swedish and Polish).

Example sentences 42 — 45 show alternations in the Transitivity features Telicity,
Punctuality, and Individuation of the Patient.

(42)  Peter wrote the names down.
(43)  Peter was writing the names down.
(44)  Peter was writing names down.

(45)  Peter was writing.

Example 42 describes a telic, punctual action affecting a patient that has a clearly
limited shape —i.e., the Patient is individuated. It is the most Transitive interpretation
of the event in 42 — 45. Example 43 is not punctual, but it is telic. Therefore it is
less Transitive than 42. The event described by 44 is lower in Transitivity than 42: it
is not punctual, and the Patient is not individuated (we do not know whether Peter
is supposed to write down a specific number of names or whether he is supposed to
keep on writing names down for an indefinite period of time). The last example (45)
is the least Transitive of all — it is not punctual, and the Patient is generalized (even if
it is evident from the context).

According to the Transitivity Hypothesis, if the verb-related features Telicity and
Punctuality correlate with the noun-related features that together represent Individ-
uation, as suggested by [67] and studied on corpus data by [86], they should, wher-
ever co-occurring, have their values on the same side of the High — Low Transitivity
scale: “If two clauses (a) and (b) in a language differ in that (a) is higher in Tran-
sitivity according to any of the features [...], then, if a concomitant grammat-
ical or semantic difference appears elsewhere in the clause, that difference will
also show (a) to be higher in Transitivity” ([67], p. 255). Hence, foregrounded
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sentences are expected to combine punctual/telic verbs with individuated patients,
whereas backgrounded sentences are expected to combine processual/atelic verbs with
non-individuated patients. Indeed, a sentence such as 46 sounds odd, at any rate com-
pared to 47, since write in the simple past tense evokes a more telic and/or punctual
reading than when used as a past participle, and the absence of a Patient appears in-
appropriate in 46, but not in 47.

(46)  Peter wrote.

(47)  Peter was writing.

A problem with the Transitivity Hypothesis arises when we compare sentences
that differ in more than one Transitivity feature value. Do all the cognitive features
have the same weight? Is, e.g., a punctual transition with an agentive Agent and a
volitional action like Peter stood up less transitive than the non-volitional Peter forgor
his bag at school just because it cannot get any points for the features associated with
the direct objects, while forger does?

Do the values of the Transitivity-affecting morphosyntactic features change ac-
cording to which aspect of the event the speaker decides to focus on, or should 42
— 45 sooner be conceived as different event types? In other words, are the selected
combinations of morphosyntactic values just an indicator of the given Transitivity
degree that is inherent in the particular event, or do the morphosyntactic features,
perhaps along with some lexical and contextual features, provide the sentence with its
particular degree of Transitivity? Is it cognition that shapes the grammar here, or vice
versas

In addition, the Transitivity Hypothesis, as formulated above in bold, implies that
languages can differ as to which feature values should be counted as salient and which
are only ‘concomitant’ when expressed by a morphosyntactic category (and therefore
probably should not affect the score).

Lindvall [86] showed that the assumed correlation between the verb event struc-
ture and the noun definiteness applies for a language in which both are rendered by
morphological categories (Greek), but the comparison of Polish and Swedish paral-
lel texts (see Section 5.6 for details) concluded with a supposition rather than with
a truly revolutionary finding in respect of the correlation between the grammatically
rendered verb aspect in Polish and the grammatically rendered noun definiteness in
Swedish.

However, according to Lindvall, the statistics would have been much more in
favour of the Transitivity Hypothesis if the rating had been expanded beyond the
purely morphosyntactic markers towards semantic hints in the context. Therefore it is
still not certain whether the correlation between event structure and noun definiteness
is also present in languages that do not render one of the supposedly paired categories
by obligatory morphological categories and whether such pairing can be assumed to
be cross-linguistically universal or not.
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Because the answers to these questions are obscured or absent, the idea of Hop-
per and Thompson is in danger of remaining just a sophisticated mental experiment
without much practical use for linguistic analysis. On the other hand, the observa-
tions made on a parallel corpus of three concrete languages [86] are at any rate very
interesting. Assuming that the Transitivity Hypothesis is effective in ‘ordinary’ verb
+ direct object phrases, could we also trace it in light verb constructions — at least
in those formulated as verb + direct object? Are perhaps light verb constructions, or
even certain morphosyntactic variants of light verb constructions in particular, pre-
ferred when expressing a particular type of event (with respect to the cognitive features
relevant for Transitivity)?

Corpus research on light verb constructions shows that the noun phrases in (Swedish)
light verb constructions often have certain morphosyntactic restrictions regarding ar-
ticle use, number, the option of modifier insertion, etc., but at the same time they
are often very productive and far less frozen’ than true idioms regarding their mor-
phosyntactic variability. Unlike idioms, light verb constructions are collocation clus-
ters positioned somewhere between lexicon and grammar. For instance, /dda in the
idiom hdlla lida (keep talking, typically expressing criticism, without letting the others
have their say) cannot be used with an article. On the other hand, rekord in sitta
rekord (set a record) seems to have an articleless default, which can be modified with
determiners and attributes according to the rules of regular grammar.

Intuitively, one would say that this is an indication of a lower degree of lexicaliza-
tion than observed in idioms; but what about if the grammar comes in between for a
particular cognitive reason and causes the cluster to be marked in some way, while the
grammar-ignoring (article-less) realization is unmarked? Could the morphosyntactic
restrictions or preferences of the noun phrases observed in light verb constructions
possibly have something to do with the Transitivity Hypothesis rather than simply
with ‘incomplete lexicalization’

A small case study follows in Section 5.2. Section 5.3 gives a more detailed ac-
count of the background of the Transitivity Hypothesis, as coined by Hopper and
Thompson, and Section 5.6 gives an overview of the existing study of Transitivity in
discourse [86]. The practical consequences of the Transitivity Hypothesis for a lexicon
of predicate nouns are explained in Section 16.4.

5.2 Grammatical Interference in Lexicalized Colloca-
tions?

When the morphosyntactic behaviour of a multi-word cluster systematically deviates
from the regular grammar rules, it is traditionally regarded as intensively lexicalized,
i.e. several words are thought of as growing together into one single semantic unit.
Moreover, Dura [34] suggests that the cause — consequence relation also works the
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other way round: collocations that are meant by the speakers to be perceived as a
single semantic unit are deliberately taken out of the regular language system.

Many authors since the onset of corpus linguistics have observed that the regular
language use to a significant extent consists of prefabricated blocks. Needless to say,
this phenomenon goes far beyond idioms and terminology. For instance, Wray [164]
builds her hypotheses on formulaic sequences around the premise that “although we
have tremendous capacity for grammatical processing, this is not our only, nor even
our preferred, way of coping with language input and output. [...] much of our
entirely regular input and output is not processed analytically, even though it could
be” (p. 10).

Many basic verb collocations, especially light verb constructions, appear to be such
formulaic clusters (see Chapter 4 for a more detailed discussion). Not surprisingly, an
important part of the lexicographical description of basic verb collocations (though
this particular context almost requires the term colligations — [46]) is the systematic
identification of their possible morphosyntactic preferences. The morphosyntactic
preferences are therefore explicitly recorded within the entry structure of the lexicon
of predicate nouns presented in this thesis (PNL, see 16.4).

Collocations that sometimes behave according to grammar rules and sometimes
do not would normally be regarded as somewhere about half-way to the ultimate
lexicalization; i.e., they would be expected to exhibit only irregular behaviour in the
future development of the given language.! However, the underlying assumption in
this thesis is that morphosyntactic realizations of semantically transparent collocations
in text do not just vary in the extent to which they comply with the rules of grammar
in terms of ‘right’ versus ‘wrong’, but that different grammatical realizations of collo-
cations can have different semantic/pragmatic implicatures in the particular context
according to the speaker’s preference. The default behaviour of lexicalized seman-
tically transparent collocations may often be irregular (e.g. zero article, no modifiers
allowed, etc.), but the corpus evidence suggests that there is not necessarily a clear ban
on a step back to the regular grammar when the morphosyntactic features help reflect
the communicational intentions of the speaker in a particular discourse situation.

In other words, the assumption is that regular morphosyntactic behaviour is re-
introduced when the speaker explicitly wants to add the semantic features triggered by
regular morphosyntactic behaviour, but he is by no means obliged to do it. The pres-
ence or absence of semantic differences between two or more alternative morphosyn-

'This is of course not the case of idiomatic expressions, whose idiomatic meaning is inseparable
from their morphosyntactic realization; e.g. abandon ship. Example 1 implies that the ship is thought
to be sinking, whereas Example 2 lacks this implicature:

(1) Abandon ship!
(2)  They abandoned the ship in a bay near Hong Kong.
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tactic structures is very much context-dependent, and the semantic oppositions can
be obscured by the fact that they happen to be irrelevant in a particular context. That
implies that the alternative expression forms will not always be mutually exclusive, but
that the speakers only have the option to select the non-default pattern when they feel
a particular reason for doing that.

To mention a Swedish example, the light verb construction sitta rekord (set a
record) is normally used without an article, even when rekord is modified by one or
more adjectives (adjective modifiers usually require the use of an article in Swedish):

(48)  Mustafa Mohammed satte personligt rekord.
Mustafa Mohammed set a personal record.

(49)  Stefan Holm klarade 2,37 i Globen och satte nytt personligt rekord.
Stefan Holm made 2.37 in Globen and set a new personal record.

The collocation sitta rekord (set a record) appears to be a very lexicalized one, judg-
ing from the predominating zero article. 'The large Swedish corpus Konkordanser
showed that the absolute majority of the occurrences of sitta rekord had no article pre-
ceding rekord. The Konkordanser subcorpora yielded 223 occurrences of the forms
sitta, sitter, satte and satt, respectively, with rekord following within the same sen-
tence?. The noun rekord occurred with the indefinite article only 17 times. The
percentual rates were the following:

* 2 % in the infinitive

0 % in the present tense

11 % in the simple past tense

9 % in the perfect tense

The definite singular form rekorder and the definite plural form rekorden occurred
11 times and once in collocation with sitta, respectively.

The 29 hits with (any) article represented 12% of the total of 235 hits.

The most frequent case (indefinite article) does not seem to be affected by tense.
A closer analysis of the broader contexts showed at least one situation in which the
insertion of the indefinite article may be triggered by the context (approx. 1/3 of the
hits with the indefinite article) — it is when the discipline in which the record was set
is specified later in the text (selection):

2Unfortunately, in Konkordanser, modern Swedish texts (newspapers and fiction) are split into 14
subcorpora, and the interface does not allow multiple selection. None of the subcorpora in Konkor-
danser is either tagged or lemmatized, and the interface does not support CQL. Simple Boolean queries
or wildcard searches can be performed, but they cannot be combined, which significantly limits the
searching power.
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(50)  Svensson har satt ett oslagbart svensk rekord som sportjournalist: under cirka 49
ar hade han fast jobb pd samma redaktion i samma tidning, Arbetet i Malmé.
Svensson has set an unbeatable Swedish record as a sports journalist: for approx-
imately 49 years he had had a regular job at the same publishing office, at the
same newspaper, Arbetet i Malmo.

(51)  Forre RIK-aren Peter Gentzel har satt ett nytt rekord i tyska Bundsliga. Den
svenske landslagsmalvakten har pia 34 omgingar tagit hela 53 straffar for Nord-
horn.

Former RIK-player Peter Gentzel has set a new record in the German Bundesliga.
The goalkeeper of the Swedish national team has got 53 yellow and red cards for
Nordhorn in 34 rounds.

(52) Massorna, som koade i en halvmil for att slutligen komma till Hyde Park, satte
ett nytt rekord i levande opinionsbildning.
The crowds that were queuing for a half mile in order to finally get into Hyde Park
set a new record in live opinion making.

(53)  Anette var andra halviekens gigant och satte da ett personligt rekord. — Har aldrig
gjort dtta mal i en och samma halvlek i elitserien.
Anette was the giant of the second half and it was then that she set a personal
record. — I have never shot eight goals in a single half in the elite series.

In other two cases (one with an indefinite pronoun) the sentence describes an
unreal or non-specific condition (Cf. 5.3.7):

(54)  Han siger att visst, landslaget skulle vil vara kul och visst sitta ett svenskt rekord
skulle vl ocksd vara kul, men det dr saker han inte gir och tinker pa.
He says that yes, the national team would obviously be cool and obviously it would
also be cool ro ser a Swedish record, but that is stuff he doesn’t go thinking abous.

(55)  Om jag sitter ndgot rekord si kommer det snart ndgon och slir det.
Even if I set a record, someone else will soon come and break it.

Also setting two entities in contrast normally requires an article, as can be seen in

Example 56:

(56)  Higerstenskillen [...] satte etr personligt rekord och tangerade ett: Han presterade
60 kilo i stot (tangerat pers.) och 47,5 kilo i ryck (personligt med 2,5 kilo).
The guy from Higersten [...] set a personal record and attacked another one: He
lifted 60 kg ......

In addition, the discipline in Example 56 was specified later.
Example 57 originates from a context where records were expected in several dif-
ferent disciplines. A certain swimming discipline was the first discipline in the entire
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competition where it happened: a European record was set. In this particular con-
text, the European record, in the context of one single discipline a unique uncountable
entity, is regarded as countable and a member of a set.

(57)  Engelsmannen Adrian Morrhouse blev den forsta att sitta ett Furoparekord i
Strasbourg.
The Englishman Adrian Morrhouse was the first one to set a European record in
Strasbourg.

In all the other 10 hits except one, the noun rekord with the indefinite article was
modified by one or two adjectives. All of the adjectives denoted restrictive attributes.
The use of a restrictive attribute implies that that particular record was one of a set,
which is normally a good reason for employing an article. Nevertheless, the zero-
article is strongly preferred in this context and with the modifiers svensk (Swedish),
personlig (personal), ny (new), even when they concatenate. No differences in the
broader context were observed that would explain why the article was used. Only a
selection is presented here.

(58)  Aven om serien inte var perfekt satte han ett nytt prydligt personligt och svenskt
rekord med 387,60 poiing.
Even though the series was not perfect he set a new nice personal and Swedish

record by 387,60 points.

(59)  Orbit Air vann béde forsok och final i fjol och satte ett nytt svenskt rekord.
Orbit Air won both the trial and the final last year and set a new Swedish record.

The definite article (found 12 times) was consequently used when referring back
to one particular record mentioned before — either to the same entity (the same disci-
pline, the same year, the same person), or to a contrasting entity. Only a selection is
presented.

(60)  Hennes svenska rekord pa 1.500 meter pd 4.09,0 dr internationellt giangbart och
den tiden ir ingen yttersta grins for Gunilla. Det finns mer att ge. — Nar jag satte
det rekorder var jag inte ens trott efter loppet. Det kindes som att dansa fram.
Her Swedish record in the 1 500 meters at 4.09,0 is internationally accepted and
this time is not the ultimate limit for Gunilla. There is more to give. — When I
set that record I was not tired at all after the run. It felt like dancing.

(61)  Nir Bartova satte det kortlivade rekordet i Prag snodde hon det frin just Flosadot-
tir som tog sig over 4,42 ...
When Bartova set the short-lived record in Prague, she had just stolen it from
Flossadottir, who got over 4,42..
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(62)  Det svenska skattesystemet sitter det ena otroliga rekordet efter det andra.
The Swedish tax system sets one incredible record after another.

It is interesting to investigate to which extent the regular grammar continues to
affect multi-word clusters that already have reached the stage of lexicalization, which
in principle allows them to ignore grammar. This kind of research suggests the cases in
which speakers may deliberately decide to exploit grammar in pursuit of a particular
communicative goal, since they are not forced to respect grammar for its own sake.
Investigating grammar in positions where the default is not to use it at all can reveal
a lot about the semantic potential of our traditional grammar categories in general.

The analysis of the noun phrase in the light verb construction sitta rekord shows
the way the morphosyntactic behaviour of predicate nouns is investigated in PNL.
PNL systematically captures the alternative morphosyntactic patterns when any are
found. However, it does not explain the motivation for their use. Listing the mor-
phosyntactic options is a way of gathering evidence for further research into how
discourse and pragmatics affect the collocational patterns of basic verbs, especially
light verb constructions; e.g. whether the article use or a modifier in the noun phrase
affects the event structure. Proving and formulating the rules of this assumed ‘dis-
course grammar’ goes beyond the scope of this thesis. The following sections provide
a brief overview of the Transitivity Hypothesis, which gave rise to the considerations
discussed above.

5.3 Transitivity Indicators

The Transitivity Hypothesis claims that many common grammatical features in cor-
relation determine the Transitivity? of each utterance in a given text. Transitivity is
regarded as a central semantic concept consisting of several cognitive parameters (see
Section 5.1). Each cognitive parameter of Transitivity ‘involves a different facet of the
effectiveness or intensity with which the action is transferred from one participant to
another” ([67], p. 252). The respective cognitive parameters were obtained by observ-
ing the semantics of grammatical categories across a range of unrelated languages. The
sets of cognitive parameters relevant to Transitivity and expressed by morphosyntactic
means vary from language to language.

The notion of Transitivity extends the traditional perception of transitivity from
the effect that an agent of a transitive verb has on the direct verb object to the effect an
event has in general. This means that Transitivity (unlike #ransitivity) is not confined
to verbs having direct objects. Hopper and Thompson note that “morphosyntactic
markings tend to be sensitive to Transitivity as a whole, rather than to the actual
presence or absence of a second participant.” Fig. 5.1 shows the cognitive parameters

3When relating to [67], the term Transitivity is capitalized as in the original paper.
“The figure originates from [67].
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HIGH LOW

A, PARTICIPANTS 2 or more participants, 1 participant
Aand 0.}

B. KINESIS action non-action

C. ASPECT telic atelic

D. PUNCTUALITY punctual non-punctual

E. VoLITIONALITY volitional non-volitional

F. AFFIRMATION affirmative negative

G. MobpEe realis irrealis

H. AGENCY A high in potency A low in potency

I. AFFeCTEDNESS OF O O totally affected O not affected

J. INDIVIDUATION OF O O highlyindividuated O non-individuated

Figure 5.1: The Cognitive Components of Transitivity

that determine the degree to which an utterance is Transitive. A short explanation
loosely summarized from [67] follows.

The table has three columns. The first column lists the parameters. The second
column lists their possible values that would imply high Transitivity. The third col-
umn lists the values that are characteristic of low Transitivity. A means Agent and O
stands for Object (patient). The more of these parameters have the value ‘high’ in an
utterance, the more Transitive the utterance is.

5.3.1 Participants

No transfer of any effect at all can take place unless at least two participants are in-
volved. However, even utterances with one participant can be highly Transitive due
to ‘high’ values in the other parameters!

5.3.2 Kinesis

Only actions (transitions and processes) can be transferred from one participant to
another. Non-actions as states cannot.

5.3.3 Aspect

Here Hopper and Thompson use zelicity and aspect interchangeably (despite a discus-
sion on p. 270f.). This thesis has adopted the conception of Nakhimovski (cf. [109]):
Verbs can be inherently telic by the character of the event they denote, or the entire
utterance can be made telic by the context (e.g. by a suitable adverbial, a direct object
etc.), or the verb itself again can be made perfective by the use of the perfective aspect
(provided the given language expresses aspect by morphological, syntactic or affixation
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means). Telic as well as perfective events are more Transitive than atelic/imperfective
events.

5.3.4 Punctuality

Transitions (punctual changes of state) and punctual processes (e.g. give someone a
kick) count as much more Transitive than events that are inherently ongoing,.

5.3.5 Volitionality

Transitivity is high when the agent (A) acts purposefully (cf. I wrote your name vs. 1
forgot your name).

5.3.6 Affirmation

Affirmative utterances have high Transitivity, negative utterances have low Transitivity.

5.3.7 Mode

The values ‘realis’ and ‘irrealis’ denote the difference between an event that takes/took
place and one that does not/has not. An event that either did not occur, or which is
presented as occurring in a non-real (contingent) world, has a lower impact on the
real world than one whose occurrence is actually asserted as corresponding directly
with a real event.

5.3.8 Agency

This parameter captures the difference between agents that normally have their own
will and are expected to pursue it and those that do not. Agentive agents are typically
humans, non-agentive agents are typically nature forces, abstracts and ianimate items.
Agentive agents increase the Transitivity of the given utterance, non-agentive agents
decrease it.

5.3.9 Affectedness of the Patient

The degree to which an event is transferred to a patient is a function of how completely
the patient is affected by the event. (Cf. She drank up the milk vs. She drank some of
the milk.) High affectedness contributes to high Transitivity and vice versa.
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5.3.10 Individuation of the Patient

The parameter Individuation captures the distinctness of the patient from the agent
as well as the distinctness from its own background. The table in Fig. 5.2, quoted
from ([67], p. 253), summarizes the features that decide whether an entity is individ-
uated or not. High individuation contributes to high Transitivity, low individuation
contributes to low Transitivity.

5.4 Transitivity as a Discourse Marker

Hopper and Thompson showed by data comparison that “language universally pos-
sesses morphosyntactic structures which reflect the degree of Transitivity of a clause.
The pervasiveness of these devices and their similarity across languages seem to de-
mand an explanation in a higher-level, functional framework”, a “general pragmatic
function” that has the power to create such a “linguistic universal”. This pragmatic
function of Transitivity is probably motivated by the requirement on the “language
users to design their utterances in accordance with their own communicative goals
and with their perception of their listeners’ needs” ([67], p. 280).

One of the essential needs of both the speaker and the listener is a distinction be-
tween which utterances in a discourse that are the most relevant ones (foregrounded)
and those that are just complementary (backgrounded). Foregrounded utterances
together “comprise the skeleton of the text, forming its basic structure” (p. 281).
They are usually ordered in a temporal sequence (at least in narration). A change
in the order of any two of them signals a change in the order of real-world events.
Backgrounded utterances, on the other hand, add details, other circumstances, and
comments to foregrounded events, but they could be left out of the text without af-
fecting the overall meaning. They are not ordered with respect to each other, and may
even be movable with respect to the foregrounded portions of text.

Hopper and Thompson believe that it is just Transitivity that is the linguistic
universal that keeps apart the foregrounded and the backgrounded utterances in dis-
course. They claim (and prove on a small corpus) that the higher the Transitivity of a

INDIVIDUATED NON-INDIVIDUATED
proper common

human, animate inanimate
concrete abstract

singular plural

count mass

referential, definite non-referential

Figure 5.2: Individuation of the Patient
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given utterance is, the more likely it is that the utterance is one of the foregrounded
ones. This claim is expected to operate also the other way round: utterances intuitively
perceived as foregrounded are expected to exhibit morphosyntactic features (of the set
available for the given language) that reflect high-Transitivity values rather than those
that reflect low Transitivity.

5.5 Morphosyntactic Consequences of Transitivity Hy-
pothesis

Hopper and Thompson name many examples from unrelated languages in which mor-
phosyntactic features reflect the cognitive parameters listed in Figure 5.1. Very often
two or more morphosyntactic categories correlate to reflect one or more cognitive
parameters of Transitivity. The most illustrative example is the correlation between
a verb and its object, which is a very common language phenomenon. The basic
pre-knowledge of this issue says that a transitive verb is a verb that requires a direct
object. However, Hopper and Thompson present many examples of languages whose
morphosyntax is so sensitive to ‘low’ values of Transitivity parameters, that even an
object that would be perceived as direct object in languages less sensitive in this re-
spect would be explicitly marked as non-object. That a direct object is not regarded
as a full-value object is in these languages indicated e.g. by assigning the non-object a
case that is reserved for arguments of intransitive verbs or by merging the participant
with the verb. It is typically non-referential objects that are regarded as such inferior
objects, and they trigger morphosyntactic features that are used in combination with
intransitive verbs; e.g. a different object case required solely by intransitive verbs, word
order typical of intransitive predicates, or merging with the verb.

The observations made by Hopper and Thompson show very clearly that the cor-
relation between the morphosyntactic features of a transitive verb and its direct object
is a common feature among many languages. However, the examples collected by
Hopper and Thompson are taken almost entirely from exotic languages. To make the
issue more understandable, the example presented below is from German.

The German perfect tense uses two auxiliaries: haben (have) and sein (be). In-
herently transitive verbs always build the perfect tense with haben. Intransitive verbs
use haben or sein, mostly according to context, but not interchangeably. The rule
of thumb is to use sein whenever the verb allows no passive and whenever it cannot
have any transitive reading. e.g. fahren (go by a vehicle or [about some vebicles] go ) is
normally intransitive:

(63)  Erist zu schnell gefabren.
He went/drove too fast.

It can nevertheless also have a transitive reading:
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(64)  Er hat diesen Wagen nur ein Jahr gefahren.
He had been driving this car just for a year.

Now, German productively combines the verb fahren with many different objects
that specify the vehicle which was moved. Although German uses articles (definite,
indefinite) to indicate noun definiteness, these vehicles are usually not introduced
by any article, and the perfect tense is built only with sein; i.e. as if fabren in the
sense drive something were intransitive. More to say, before the German spelling
reform 2006 the spelling varied for different vehicles. For instance, Auto fahren (drive
a car) has always consisted of two tokens, while Rad fahren (go by bicycle) could also
be spelled as radfahren. (The current norm prefers separate spelling and noun capital-
ization in all vehicles.) The German speakers evidently conceived a vehicle as a sort
of separable prefix of the verb fahren rather than as a regular direct object — and some
vehicles more than others, to top it. German has an entire system of separable and
inseparable prefixes, which made it quite easy for the predominating cognitive con-
ception to develop a syntactic reflection by analogy. There are many more German
verb-noun clusters in which the noun is somewhere between a direct object and a
separable prefix. Before the recent ‘spelling reform’, direct objects could even develop
into unseparable prefixes (e.g. hohnlicheln (to smile mischievously)).

Referentiality is just one facet of the complex phenomenon of noun definiteness.
Many languages conceive definiteness as referentiality rather than an issue of prior
familiarity ([67], p. 288), others single out animate entities (e.g. Czech animate mas-
culine nouns have a specific declension pattern), while the rules for article use in Ger-
manic languages involve a mixture of prior familiarity, implicatures from common
knowledge, and referentiality. Swedish identifies animacy by pronominal anaphora,
having two sets of personal singular pronouns for the animate and the inanimate en-
tities, respectively. Whichever of these aspects of definiteness is positively present in
the utterance in question, it increases its Transitivity.

Hopper and Thompson generalized their observations into the conclusion that
the component features of Transitivity “CO-VARY extensively and systematically [...]
whenever an obligatory pairing of two Transitivity features occurs in the morphosyn-
tax or semantics of a clause, THE PAIRED FEATURES ARE ALWAYS ON THE
SAME SIDE OF THE HIGH-LOW TRANSITIVITY SCALE” (p. 254), and they
formulated the Transitivity Hypothesis: “If two clauses (a) and (b) in a language
differ in that (a) is higher in Transitivity according to any of the features A-J,
then, if a concomitant grammatical or semantic difference appears elsewhere in
the clause, that difference will also show (a) to be higher in Transitivity” (p. 255).
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5.6 Relation between Aspect and Definiteness

Lindvall [86] and [87] has performed a comprehensive parallel-corpora based com-
parison of Greek, Polish, and Swedish to look into verbal boundedness (the term
she uses for telicity and perfectivity) and object definiteness as two major interacting
components of Transitivity in many languages, proposed by [67]. Presumably, her
inferences regarding Polish will also apply to Czech, as Czech and Polish are closely
related languages. She showed by an analysis of Greek (a language employing both
morphological aspect and noun definiteness) that utterances with high Transitivity
tend to have perfective verb forms along with definite objects, while utterances with
low Transitivity tend to have imperfective verb forms and indefinite objects. Then she
compared translations between Swedish (a noun-definiteness language) and Polish (an
aspectual language) in both directions. It became evident that in utterances with high
Transitivity, Polish translations from Swedish tended to have perfective verb forms
and Swedish translations from Polish tended to have definite noun forms, while low
Transitivity utterances tended to have imperfective verb forms (Polish) and indefinite
noun forms (Swedish). The observed noun definiteness was not confined to the article
use, but resulted from the semantics of the entire noun phrase, which, on the other
hand, was very often reflected by morphosyntax. The examples below illustrate the
correlation between verb aspect and noun definiteness on pairs of Swedish and Polish
sentences [86]:

Polish originals — Swedish translations

(65) Whiadata (Imperfective Past) zloty tariczuszek z ziarenkami.
lit. She used to put on (Imperfective Past) golden chain with links.

(66)  Hon satte pd sig en gulkedja (Indefinite Article) med linkar.
lic. She put on a golden chain (Indefinite Article) with links.

(67) I opowiedzat (Perfective Past) historyjke o mysliwych.
lit. And he told (Perfective Past) story about the hunters.
Och si berittade han historien (Definite Article) om jigarna.
And he told the story (Definite Article) about the hunters.

Swedish originals — Polish translations

(68)  Halmbatten kastade en mirk skugga (Indefinite Article)dver hans solbrinda an-
sikte.
The straw hat was casting a dark shadow (Indefinite Article) over his sunburnt
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Jace.

Stomkowy kapelusz rzucat (Impertective Past) cieri na jego opalong twarz.
The straw hat was casting (Imperfective Past) a dark shadow over his sunburnt

Jace.

(69)  och sdg katten (Definite Article) slinka in genom hilet i dorren
and saw the car (Definite Article) slip through a hole in the door. i zobaczyt
(Perfective Past) kota wglizgujgcego si¢ przez szparg w drzwiach.
and saw (Perfective Past) the cat slip through a hole in the door.

Lindvall noted that in her data (parallel sentences with direct object predicates),
the combination perfect tense+definite noun occurred in 57% of the sentences, which
might not look very convincing, given that without any correlation expected it would
have been around 51%. However, the ratio changed significantly when Lindvall went
through the data and considered the semantic definiteness of the object (i.e. not only
the article use, but also the use of personal vs. indefinite pronouns, count vs. uncount
nouns, etc.). Statistically, even the original result based only on article use had only
0,001 (x?) coincidence rate. The most significant group in the data were nevertheless
sentences that combined the imperfective predicate and a zero-article object.

5.7 Transitivity Hypothesis in Light Verb Construc-

tions

Lindvall’s observation that the most regular combination of verb aspect and noun
definiteness was imperfective verb + zero article gave rise to the question how the Tran-
sitivity Hypothesis would apply to light verb constructions, which are an important
issue in the description of basic verb collocations.

Light verb constructions typically use the zero article in predicate nouns, both
when in the position of the direct object and in the position of indirect object. Alter-
natively, there is usually at least an option of using the zero article among other article
options. Dura [34] even goes so far as to claim that Swedish light verb constructions
are defined by the ability to employ zero-article in the predicate nouns.

This can be related to the Transitivity Hypothesis: the predicate noun in a light
verb construction typically denotes an event or a state; or, even if it does not denote an
event or a state on its own, in the collocation with a light verb it focuses on an event
or a state (Cf. zake a photograph discussed in [60]). The zero article often indicates
non-referentiality. Event nouns are non-referential by default. Therefore it is hardly
acceptable to replace a predicate noun with an anaphor (in the same position):

(70)  Varje dag kirde hon in till stan och fattade beslut som rorde de mest ursatta och
svaga.
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Every day she drove downtown and took decisions that affected the most exposed
and weak ones.

(71)  Nu var det tid for beslut®. *Varje dag korde hon in till stan och fattade dem[=
beslut] som rorde de mest utsatta och svaga.
Now was the time for decisions. *Every day she drove downtown and took them/the
ones/such ones that affected the most exposed and weak ones.

Many verbs, when functioning as light verbs, require the predicate noun in the
position of a direct object, and they employ the zero-article, sometimes even as the
preferred or only option. This seems logical, since the direct objects of light verbs
are semantically not really direct objects but rather parts of the predicate at all. The
reason may be their inherent non-referentiality (Cf. Section 5.5 above). Yet many of
them are by default telic and combine with volitional and agentive subjects: take, give,
etc., which suggests that the entire light verb construction is meant to be telic. This
is interesting, since it would imply that light verb constructions systematically stride
against the Transitivity Hypothesis by combining high Transitivity features with low
Transitivity features (Cf. also Section 5.5).

It would be exciting to know how many prototypical light verb constructions com-
ply with the pattern that Lindvall found in her data and how many do not, and, also,
their distribution in a balanced corpus. Lindvall’s data seems to comprise only narra-
tive fiction, which can generally be expected to contain fewer light verb constructions
than e.g. newspaper texts. Would her figures have looked different if she had taken
e.g. parallel translations of texts about law, business, or industry?

These answers cannot be obtained from a monolingual corpus such as PAROLE
or Konkordanser. They provide no parallel texts in a language that expresses verb
aspect (or event structure) as a morphosyntactic category, such that the possible cross-
linguistic interplay between the Swedish noun definiteness in direct objects and the
verb aspect in the other language as in Lindvall’s multilingual parallel corpus. The
Swedish-Czech Section of the parallel corpus Intercorp is too small and contains also
mostly narrative fiction (Cf. Section 11.1 and Chapter 15). Despite this limitation,
the PNL predicate noun lexicon proposed in this thesis (see 16.4) gathers at least the
monolingual information from PAROLE as a starting point for further research in
discourse-based grammar.

>a hypothetical preceding sentence
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Chapter 6

Valency Theory in Functional

Generative Description

6.1 Functional Generative Description

The Functional Generative Description (FGD) is a stratificational formal language
description based on the Prague functional and structural linguistic tradition. FGD
started to develop in the 1960’s [146], and it is characterized by the following features:

* inclusion of an underlying syntactic layer (tectogrammatics) into the descrip-
tion of language

* use of dependency syntax

* specification of a formal account of the information structure (topic—focus ar-
ticulation) of the sentence and its integration into the description

For further reference see e.g. [148], [147], and [54].

6.2 Tectogrammatical Representation

The unique contribution of FGD is the so-called tectogrammatical representation
(TR). The tectogrammatical representation, as defined by the Functional Generative
Description, is being implemented in a family of tectogrammatically annotated tree-
banks!.

The tectogrammatical representation annotation is always built on top of a mor-
phological and a surface-syntax annotation. These annotation layers are separate, but

1Czech, English, and Arabic at the moment, see [54], [30], and [150].

71
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interlinked by references going always from a higher layer to a lower layer. There-
fore information is neither being duplicated nor gets lost across the respective layers.
Fig. 6.1 (taken from [166]) shows the tectogrammatical, surface-syntax, and morpho-
logical annotation layers of the Czech sentence Byl by Sel do lesa. (He would have gone
to the forest). The bottom layer is the linear text layer without any markup except
tokenization and added identification codes in the respective tokens.
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Figure 6.1: The system of annotation layers with references.

Being conceived as an underlying syntactic representation, the TR captures the
linguistic meaning of the sentence, which is its basic description unit. The tectogram-
matical representation of a sentence is a representation of its grammatical structure
going up to a level of abstraction that is delicate enough to capture the essential fea-
tures of its meaning. In the TR annotation, each sentence is represented as a projective
dependency tree. The attribute values include references to the analytical (surface-
syntax) layer. Only content words are represented by tectogrammatical nodes. Func-
tion words are represented as attribute values. Each tectogrammatical node (t-node)
has a semantic label (“functor”), which renders the semantic relation of the given node
to its parent node, and each word form represented by a t-node has a t-lemma, which
is usually the dictionary form of the word. The TR annotation captures the following
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aspects of text:
* syntactic and semantic dependencies
* syntactic/lexical derivation (t-lemmas)
* fine-grained morphological information (grammatemes)
* coordination, apposition, parenthesis
* valency
* information structure (topic-focus articulation)

* grammatical and contextual coreference

ellipsis restoration.

Fig. 6.2 shows a short English sentence from a tectogrammatically annotated Wall
Street Journal document. It is a projective dependency tree consisting of edges and
labeled nodes. The topmost node of each tectogrammatical tree is the technical root
node, which carries only the identification code of the given sentence in the corpus.
The entire sentence is linguistically governed by the predicate.

Each node has (in the present visualization) three descriptions. The top line
(black) text in each node is its tectogrammatical lemma (t-lemma). The tectogram-
matical nodes of ‘real’ words, i.e. of words that are actually found on the surface,
have t-lemmas. The t-lemmas are usually like the basic forms (infinitives, nominative
singulars, etc.). However, not all tectogrammatical nodes render words that actually
occur on the surface. Some tectogrammatical nodes are generated and have no direct
correspondence in the surface shape of the sentence. Such nodes have t-lemma sub-
stitutes instead of t-lemmas. Here it is the node with the t-lemma substitute #Gen
and the functor ADDR, which means the Addresse of what was being said.

The second line states the semantic label of the given node. The labels (functors)
are printed in capitals. They describe the semantic relation of the given node to its
parent node; e.g., spokewoman is the Actor of the verb say in spokewoman said.

The words printed on the third line of each node are (in the present visualization)
printed in green and orange. These words represent the values of the the references
to the surface-syntax annotation layer (analytical layer), which itself is linked to the
morphologically tagged text (morphological layer). In the non-visualized data, this
attribute value is not a word but the id-code of the given token in the surface real-
ization of the text. The green/darker words (said, spokewoman, Lorillard, is, this, old,
story) are the forms of content words as they are realized in the surface shape of the
sentence. The orange/light words (A, an) represent links to the forms of function
words (auxiliary words).



74CHAPTER 6. VALENCY THEORY IN FUNCTIONAL GENERATIVE DESCRIPTION

o

EnglishT-wsj_0003-s5
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spokewoman #Gen /be
ACT ADDR' EFF.dsp_root
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lorillard this story
APP ACT PAT
Lorillard This story
old
RSTR
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File: wsj 0003.t.gz, tree 5 of 30

A Lorillard spokewoman said, ** This is an old
story. Tiskova mluv¢i Lorillardu fekla, "Toto je
stard véc.

Figure 6.2: Tectogrammatical Representation — an example sentence from the Prague
English Dependency Treebank 1.0

Artificially generated nodes, such as the #Gen. ADDR  governed by say, are
usually inserted to complete a valency frame. According to the valency lexicon (see
more in the next section), the verb say has three obligatory arguments (participants):
the Actor (the one who says), the Addressee (to whom), and the Effect (what). The
Addressee is not known from the text, but it is generally known that things being said
are said to someone. Therefore the Addressee is marked as being there, but ‘general-
ized’. This valency frame also contains a Patient (about what), which is semantically
optional, and therefore it is not inserted into the data when not present on the surface.
For more detail about the valency principles in FGD see Section 6.3.
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6.3 Valency

6.3.1 Basic Notions

The previous Section treated the basic features of the data annotation in FGD. How-
ever, the respective treebanks consist of two major parts: not only the data, but also
a valency lexicon. In the data, each occurrence of a word that has a valency must
be linked to the appropriate valency frame in the lexicon. This Section describes the
main principles according to which the FGD-based valency lexicons are created.

The valency theory of FGD starts with the exploration of the valency of verbs,
which are regarded as the pivot of the sentence in dependency syntax. The intro-
ductory article, which was published in parts and is founding the FGD-based va-
lency theory [116], treated exclusively verbs. Recent research in this field [118], [89],
but also [104] and many others in other theoretical frameworks suggests that nouns,
adjectives, and adverbs require separate treatment, although many principles can be
adopted from the valency of verbs. The FGD-formulation of non-verb valency is still
going on, with some preliminary statements [129], [119], [81], and mainly [106]
(p. 125-150), which are being verified and refined during the data annotation. The
current data-linked Czech valency lexicon PDT-VALLEX [53] comprises some nouns,
adjectives, and adverbs.

The original valency theory of FGD [116] analyzes the relations between the verb
and its complements. It is mainly inspired by Tesniére’s conception of dependency
syntax, but it also reflects Fillmore’s frame semantics. (A more detailed discussion of
the semantic labeling of verb arguments is in [118].) The key issues in FGD valency
theory are:

* distinguishing ‘inner participants’ from free adverbials,

* degrees of obligatoriness (obligatory and non-deletable, obligatory and deletable,
optional but determined by the given verb frame, or free modifications,

* determining the label set: how many types of complements should be labeled
and with which labels.

Stress is laid on the difference “between the obligatoriness of a participant at the
semantic level and the necessity of the presence of an element that realized this par-
ticipant at the level of surface syntax” ([116], p. 23). An element that is obligatory
at the semantic level can be either obligatory at the surface level (e.g. X meets ¥ vs.
*X meets.), or it can be potential (Don’t disturb him, he is reading [something].), or it
is even prohibited to occur at the surface level at all: He already speaks! (a toddler can
already speak).
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6.3.2 Inner Participants and Free Modifications

FGD uses a set of semantic labels (functors) to describe the semantic relation of a
given node to its parent node. The set of functors for verb complements distin-
guishes between inner participants and free modifications. The free modifications
are semantically homogeneous (e.g. denoting temporal relations), they can be repeated
(e.g. a parent word can have several modifications of the same sort), they do not occur
specifically with just one class of verbs (nouns, adjectives) but can be added almost
everywhere, and they are mostly optional. The inner participants, however, cannot
be repeated (e.g. a verb cannot have two Actors)?.
There are several classes of functors:

1. Functors for inner participants

2. Functors for free modifications

3. Functors for effective roots of independent clauses

4. Functors for rhematizers, sentential, linking and modal adverbials

5. Functors for complex lexical units and foreign-language expressions

6. Functors expressing the relations between members of paratactic structures.

The functor definitions as well as examples of their use can be found in [28], such
that they will not be described here in detail. Notall classes are relevant for the valency
theory. The valency-relevant classes are Functors for inner participants and Functors
for free modifications, which appear in the valency lexicons, whereas functors of the
other classes do not, except the functors CPHR and DPHR, which denote the nom-
inal components of compound predicates (especially light verb constructions — see
Chapter 4) and parts of frozen idioms.

There are six functors for inner participants:

* ACT (Actor)

e PAT (Patient)

* ADDR (Addressee)
* ORIG (Origin)

e EFF (Effect)

2Coordinated participants as Peter and David are just one Actor in the annotation. Coordination
is not repetition.
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* MAT (Material) — noun specific!

The set of functors that characterize the free modification is listed below.

1. Temporal functors

TFHL - for how long?

TFRWH - from when?

THL — how long?

THO - how often?

TOWH - to when? (set to which time?)
TPAR - in parallel with what?

TSIN — since when?

TTILL — till when?

TWHEN — when?

2. Locative and directional functors

DIR1 — where from?

DIR2 — which way? (across, through, along, etc.)

DIR3 — where to? which direction?

LOC — where? in which location?

3. Functors for causal relations

* AIM - purpose, aim

4. Functors for expressing manner and its specific variants

CAUS - cause
CNCS - concession
COND - condition
INTT - intention

* ACMP — accompaniment

CPR — comparison
CRIT — criterion
DIFF — difference
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e EXT — extent

e MANN — manner

* MEANS — means, instrument

* REG - regard

e RESL — result

* RESTR - exception, restriction

* BEN - benefactor

¢ CONTRD - contradiction (While...)
* HER - heritage

* SUBS - substitution

Virtually all these functors can be used with nouns. However, there are a few
noun-specific functors:

 APP — adjunct referring to the person or thing something or someone belongs
to

* AUTH - author, creator, originator of artifacts

* ID — effective root of an identifying expression represented by an identification
structure

* MAT - adnominal inner participant referring to the content (material etc.) of
something

e RSTR - restrictive attribute and not unambiguously non-restrictive attribute
* DESCR - non-restrictive attribute in postposition

For determining the boundary between the inner participants and the free modi-
fications at the tectogrammatical level it is important to decide for each type of partic-
ipant whether it can depend on any verb, or whether it combines only with a certain
group of verbs, and whether the given type of participant can depend more than once
on a single verb token. The inner participants are very often represented by struc-
tural (i.e. preposition-less) cases, which is, however, far more evident in Czech than
in English or Swedish.

The Actor (Agent) has a special position among the inner participants, as it appears
with almost every verb, except for a few verbs denoting natural events such as rain.
The group of verbs that the Actor combines with are therefore all non-impersonal
verbs. Actor, as well as the other inner participants, cannot be repeated within one
single frame.
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The free modifications are typically adverbials. Adverbials are mostly possible to
combine with all verbs, at least from the syntactic point of view. The cognitive and
semantic appropriateness was left aside. Adverbials can, unlike inner participants,
repeat within one single frame.

6.3.3 Obligatoriness and Dialog Test

The semantic obligatoriness of a modification is stated by means of the dialog test.
The dialog test consists of hypothetical questions and answers about the given com-
plements of a verb. Their assessment as appropriate or natural in a regular discourse
helps to decide whether or not they are semantically obligatory in the frame. The
assumption is that obligatory modifications, when omitted, must be known both to
the speaker and to the listener, or at least that the speaker assumes that it is known to
the listener. The dialog test is used to determine whether a modification, when not
expressed, is regarded by the speaker as known or not.

When the omitted modification is known to the speaker as well as to the listener,
a wh-question about that particular modification from the listener must appear to be
out of place in the dialog. E.g. if the speaker says: 7hey have just arrived, he believes
that the destination of the arrivers is known to the listener. If the listener suddenly
asked: “Where did they arrive” , it would be considered an odd question in this
dialog. However, if the speaker was able to give a proper answer, it would only mean
that he made a wrong assumption about the listener’s knowledge or that the infor-
mation exchange had failed at some point. The speaker answering “I dont know”
would be totally out of place at any rate. This outcome of the dialog test states that
the information about destination location is semantically obligatory.

Of course, a context that would make all questions appropriate can be invented for
almost any case. To make the dialog test work, simple, unmarked everyday situations
must be chosen, preferably without consideration of the state-of-the-art teleccommuni-
cation options such as videocalls, etc. For instance, the obligatoriness of the location
with arrive can be compromised by assuming the following scenario: Officer Alex
knows that his fellow soldiers were sent to a secret destination, but he does not know
exactly where, and he just received a message saying that the group has just reached
their destination. Officer Bill does not know that Alex does not know the destination,
therefore he asks. Alex replies: “I don’t know”, which does not make Bill wonder, be-
cause secret missions are nothing uncommon in the reality he lives in. This would be
a ‘false negative’ result of the dialog test for an obligatory modification.

The current FGD-based Czech valency lexicon distinguishes four types of com-
plementations:

1. obligatory inner participants

* cannot repeat
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* are semantically obligatory
2. optional inner participants

¢ cannot repeat

* are not semantically obligatory
3. obligatory free modifications

* can repeat

* are semantically obligatory
4. optional free modifications

* can repeat

* are not semantically obligatory.

Fig. 6.5 shows a Czech verb entry.

6.3.4 Shifting

A necessary pre-knowledge about the inner participants is that they are deep-syntactic
roles, which are not affected by the surface syntax. Therefore Actor is not identical with
subject and Patient is not identical with objecr. In Example 72, Peter remains Actor
and Mary remains Patient, even if the sentence is passivized as in Example 73:

(72)  Peter is beating Mary.
(73)  Mary is being beaten by Peter.

The five labeled inner participants correspond to coarse cognitive roles. The Actor
(ACT) is — with a few exceptions — the subject of the active form of the verb. It does
not occur with all verbs (e.g. verbs denoting natural events such as raining, dawning
etc. do not express the subject in many languages, or use just a formal, dummy sub-
ject). Unlike Fillmore’s conception, the Actor is not further distinguished as agent,
bearer, instrument, etc. In this respect, Panevovd’s conception corresponds to that of
Tesniere, in which the assignment of the label to an inner participant depends on the
number of participants of the verb. Actor is simply the first inner participant.

The second participant is called Patient (PAT), and it is usually the direct (‘ac-
cusative’) object. It is also the complement about what in verbs of saying. When a
verb has an affected as well as an effected object, Patient is always the affected one.
However, when a verb has only two inner participants, the second is Patient, even if
it is clearly an effective object. Examples: zell (someone) about something, boil water,
look for spectacles, achieve success, forget your name, ask your opinion.
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When a verb has more than two valency slots for inner participants, the labels of
the third and higher inner participant are assigned according to its semantics. A verb
that has at least three participants can have an Addressee as the third inner participant.
Addressee (ADDR) is typically a ‘dative’ or indirect object. Examples: e/l someone,
bring to someone, pay someone, ask someone, teach someone.

Another inner participant that can occur as the third and higher participant is
Origin. Origin (ORIG) is a participant that is rarely obligatory, and it must be un-
derstood as a specific type that denotes either the source in a transfer of something
from one person to another person (hand something over from someone to someone else,
know something from someone), or the source material in a transition (build from stone,
something grew out of something).

The last inner participant to choose from in verbs with more than 2 slots is Effect
(EFF), which denotes result, effected object, or, when the given verb has one object
that is primarily animate and one that is primarily inanimate, it is the inanimate one.

When labeling the complements of a given verb with more than two slots, la-
bels are supposed to be assigned to the participants according to their cognitive roles.
However, when a verb does not have five slots open for complements in its frame
(which is the case in most verbs), then the shifting principle is applied. Shifting
can be understood as “one aspect of the relationship between linguistic meaning and
cognitive content. It can be said that the ‘unshifted” units correspond rather to the
cognitive or ontological content, while individual languages ‘shift’ them according to
relevant conditions; i.e. every language classifies them with regard to its structure, so
that at the level of linguistic meaning there appear ‘shifted’ (already classified) partic-
ipants” ([117], part I, p. 29).

In sum: due to shifting, if a verb has only one inner participant, the participant
is always labeled as ACT, no matter whether it is agentive or not; e.g.: @ book. ACT
appeared. When the verb has only two inner participants, the second participant is
always PAT, although semantically it might happen to correspond to ADDR or EFF:
address someone.PAT, dig a hole. PAT. The same approach is applied to verbs with three
and four participants. Panevovd [117] says: “If, in the cognitive stratum, an action
has not among its elements an item that could be the base of Ag [later called ACT,
S.C.] and/or PAT (for the tectogrammatical level), then the “free position” is filled,
in its frame, according to the arrows from Fig. 6.33. In case of a possible choice, the
position of PAT is occupied by what otherwise (with a verb having a larger number
of participants) would function as EFE, while ADDR and ORIG remain unshifted”
([117], part I, p. 29).

3The figure has been copied from [117].
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/ Addr
Ag . Pat¢ 2 Orig

&

Efr

Figure 6.3: Shifting

6.3.5 Quasi-Valency Complements

The recent development of the valency theory of FGD [89] introduced a category of
a few quasi-valency complements, which were earlier regarded as free modifications:

» Obstacle (OBST)

(74)  Sleeping Beauty pricked herself on a thorn,
» Mediator (MED)

(75)  John brought the dog by its collar
« Difference (DIFF)

(76)  Move two steps higher.
(77)  Our team won by two goals.

* Intent (INTT)

(78)  John went swimming.

(79)  John stayed for lunch.

OBST and MED were distinguished among the MEANS adverbials as two sepa-
rate groups during the annotation of the Prague Dependency Treebank [54]. In the
Czech data they are clearly identified by the preposition by which they are governed.
The labels DIFF and INTT were part of the label set from the initial stages of the
PEDT 2.0 annotation, but large-scale annotation casts a different light onto their
syntactic behaviour. The features that these free complements share with the inner
participants are:

1. they are governed (their morphemic shape is determined) by their verbal heads
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2. they occur with a limited class of verbs

3. they cannot repeat.

However, they also have the typical features of free modifications:
1. they are semantically homogeneous

2. they do not underlie the ‘shifting’

3. they are mostly optional.

These features can also be observed by ADDR and ORIG. The authors suggest
that ADDR and ORIG could also be moved to the new group of quasi-valency com-
plements. The final decision whether ADDR and ORIG also belong to quasi-valency

complements was yet not made.

6.3.6 Discussion

In a valency lexicon, each verb is divided into lexical units (LU’s) (originally called
frames). Originally, it was the syntactic pattern rather than a possible difference in
meaning (conditioned e.g. by different collocates) that defined an LU. Panevovd her-
self says: “More than one meaning is distinguished only if this distinction is made
necessary by a difference in verbal frames; from the lexicographical point of view, this
distinction is not made in a systematic way” ([117], part II, p. 17). This means that
two or more different readings of a verb often remained merged, as far as their valency
frame was identical. In the current routine lexicographic work on the Czech Vallex
lexicon, figurative meanings are mostly separated and provided with different frames
[106]. For instance, when one of the arguments of the more concrete reading is an
obligatory free modification (e.g. depart from a place DIR1), the figurative meaning is
mostly rendered by a separate frame with a different functor (depart from a fact. PAT).

The original FGD valency theory is primarily based on syntactic criteria. In case of
conflict, additional semantic criteria are employed, such as animacy of the second and
third participant. However, the predefined semantic criteria do not quite hold when
confronted with a large amount of data. Animacy would be, for instance, the main
criterion in assigning the functors ACT ADDR PAT (shifting) versus ACT PAT EFF
(the more semantic consideration) in a verb that requires two objects, out of which one
is not a typical ‘dative’ object, but at the same time it is not really a result of anything
— simply another object without any semantic description. Then, according to the
original theory, the frame ACT ADDR PAT would be preferred with the second object
being primarily animate, while the frame ACT PAT EFF would be preferred with both

objects inanimate. This would result in intuitively inappropriate splittings in verbs
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whose readings are not affected by the animacy of their collocates. This principle was
difficult to follow in practice.

This conflict can be illustrated by a comparison of two versions of the frame entry
for spojit (connect/ link/ associate/ unite / unify) in the Czech valency lexicon Vallex
(Version 1.0 and Version 2.5). The old version (Fig. 6.4) follows the original theory,
the new one (Fig. 6.5) does not. Since the second version (Vallex 2.0), the animacy
criterion has not been followed, and the resulting entry has become both simpler and
lexicographically more adequate.

spojit e

El spojit; ~ zkombinovat; sloucit

frame: ACTS” PATS” EFFY, MANNDR, , .

-example: spojit prochézku s nakupem; projekt spojil dohromady muzeum s divadlem
-asp.counterpart: spojovat, impf.
-class: combining

IZ' spojit, » sjednotit
) . obl obl obl typ
frame: ACT,™ PAT,™ EFFqo. .4 BEN 1.3
-example: spojil obyvatele do sdruzeni
-asp.counterpart: spojovat2 impf.
-class: change
El spojit; ~ ztotoZnit
rame: ACTS” PAT;%, EFFo>
' 1 4,ze s+7
-example: spojili tuto ideu s vrcholem filozofie; spojil (si) Petra s prisvihy
-asp.counterpart: spojovat; impf.
-class: combining

El spojit, ~ prepojit telefonicky
frame: ACT}” ADDRS” PATZ}, MANN"Y?

s+7
-example: spojit telefonicky Petra s Pavlem

-asp.counterpart: spojovat, impf.
-class: social interaction

Figure 6.4: The original version of the first 4 readings of the entry spojir (Vallex 1.0)

Fig. 6.4 shows the original entry of the Czech verb spojir (connect/ link/ associate/
unite / unify) in Vallex 1.0 ([91] and [167]). Valency frame 4 (establish a telephonic
connection) is the only one of the sample that is primarily designed as a frame for two
animate objects. The second example contains two grammatically inanimate objects,
which are, nevertheless, cognitively animate (two offices were connected = two people
from the respective offices got the chance to have a conversation on the phone)). Inall
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the preceding readings, a mixture of animate and inanimate objects or two inanimate
objects are assumed, although the verb spojir in all the three readings can be easily
used with two animate objects. Readings 1 and 2 even appear to merge when used
with animate objects:

(80)  Svatba Josefa a Karoliny spojila Blazickovy a Vomdckovy.
The marriage of Josef and Karolina unified the families Blazicek and Vomdcka.

(81)  Pravicové i levicové politiky spojuje touha po moci.
What the right-oriented politicians have in common with the left wing is their
desire for power.

The most recent release of Vallex (Vallex 2.5, [94]) unifies the functor assignment
into ACT ADDR PAT for the first three readings from Vallex 1.0 (Fig. 6.5).

f

spojovat™, spojit”
~ impf: kombinovat; sluCovat; sjednocovat pf: zkombinovat; sloucit; sjednotit
frame: ACTS” ADDRY;, PAT;” EFFJ:

s+7 do+2,v+4
impf: spojovat obyvatele do sdruZeni; spojovali se proti rodi¢lim; spojovat prochazky s nakupy;

-example: spojovat dvé lana uzlem pf: spojil obyvatele do sdruzeni; spojit prochazku s nakupem; projekt spojil
dohromady muzeum s divadlem

-fl: pass: impf: lana se spojovala uzlem pf: lana se spojila uzlem

-rep: ADDR-PAT: impf: spojovat spolu provaz a lano pf: spojit spolu obchody a galerii v jeden celek

-class: combining

EI _ impf: ztotoznovat; byt spolecnym rysem; mit spolecny rys pf: ztotoznit; byt spolecnym
~ rysem; mit spole¢ny rys

obl obl bl
-rame: ACT]" ADDR_,, PAT,

—example: impf: byli zvykli spojovat tuto ideu s vrcholem filozofie, spojoval (si) Petra s prisvihy; tyto dva

s prisvihy; tyto dva romany spojila laska autorl k davné viasti
-rfl: pass: impf: tato myslenka se spojuje s jeho jménem pf: tato myslenka se spojila s jeho jménem
-class: combining
El ~ impf: pfFepojovat telefonicky pf: prepojit telefonicky (idiom)

frame: ACTS" ADDRZY, PATS” MANN"P

s+7
-example: impf: spojovat telefonicky Petra s Pavlem pf: spojit telefonicky Petra s Pavlem
-rfl: pass: impf: pravé se telefonicky spojuji jejich kancelafe pf: kancelare se telefonicky spoji
-rcp: ADDR-PAT:
-class: social interaction

Figure 6.5: The new version of the entry spojit- the first 3 readings in Vallex 2.5

'The animacy criterion appears to work well for distinguishing between ADDR and
DIR3 or ORIG and DIR1, as well as with a few verbs that denote exclusively human
transactions, e.g. lend and buy, in which any grammatically inanimate objects that can
be explained with metonymy (e.g. people-organizations). However, in many verbs the

romany spojuje laska autorl k davné vlasti pf: spojili tuto ideu s vrcholem filozofie, spojil (si) Petra
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borderline between readings does not go in parallel with the animacy/inanimacy of
the inner participants.

6.3.7 Noun Valency in FGD

When characterizing the valency behaviour of nouns, Panevové [119] starts from the
fact that nouns never require their inner participants to be expressed in the surface
shape of the sentence. The introspective dialog test is the dominant decision basis for
defining the valency frame (see Section 6.3.3). The nouns are divided into 4 basic
groups:

1. syntactic derivates
2. lexical derivates
3. event nouns

4. ‘nouny nouns

The syntactic derivates of verbs (nominalizations with the suffixes -#7 and -# in
Czech, present participles in e.g. English and Swedish) often inherit the frames of the
corresponding verbs. A large part of Panevovds paper [119] deals with the possible
morphological realizations of nominalization participants in Czech. These Czech-
specific details are perhaps irrelevant for languages with very reduced inflection such
as Swedish and English, but the general legacy of this study is to be kept in mind:
“as the nominalization, in contrast with the finite verb, always results in reduction
(undoubtedly a reduction of morphological categories), also a reduction of argument
slots can be expected.”* And, as Panevovd already noted earlier ([116], p. 17), about
repeating free modifications, the semantically-based valency pattern provides more
slots than can be realized on the surface. The valency frame lists possible slots in a
linear way, although it is unlikely that all of them or any combination of them can
occur on the surface simultaneously. The ability of a given noun to take the given
types of complements “is connected with the recursive properties of the language as a
whole and with its potential infiniteness, which contrasts with the restricted and finite
character of performance.”

The complicated system of case transformations in Czech nominalizations de-
scribed in [119] suggests that any lexicographical processing of nominalizations must
pay attention to the commonly accepted surface representations, as to which partici-
pants may appear together on the surface. In other words: the semantic reasoning is

4“Vzhledem k tomu, Ze nominalizace oproti konstrukei s verbem finitem vzdy znamend redukci
(nespornd je redukce morfologickych kategorii), lze predpoklddat, ze pijde i o redukei poctu argu-
mentd (valenénich mist).” Translation S.C.
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inevitably based on introspection, but especially with regard to noun processing, the
observations of the actual surface ‘filling’ of the respective inner participants, as well as
their combinations, must be corpus-based, and alternatives should be provided with
relative frequency counts (Cf. Chapter 7.).

The lexical derivates are mainly derivates from verbs that are built by means of a
productive suffix, (e.g -er -ence/-ance, -ee, etc. in English). They do not necessarily
denote events, and some types have one built-in participant (e.g. ACT in teacher).
Many lexical derivates are names of artifacts, which are actually regarded as having a
built-in Effect. This built-in participant is not reflected in the current FGD-based an-
notation. Interestingly, however, the recent release of NomBank [104] even includes
it into the entry with a special markup. The event nouns, which are often a transition
between the syntactic and the semantic derivation, partly inherit the frames of their
corresponding verbs, but deviations are possible.

The current FGD basically recognizes the conclusions of Pitha [129]. There are a
few noun-specific complements:

e MAT (Material)
This is an inner participant that is obligatory with nouns that explicitly denote
measures or parts of a whole, such as part, end, half. It is an optional participant
in nouns that often denote measures/parts of a whole (cup, baskez).

* APP (Appurtenance)
This is an obligatory free modification in nouns that denote relations; e.g. brother,
feature.

e AUTH (Author)

This is a free modification of artifacts; e.g. Zipf's law, Tolstois novels

* ID (Identity)
This is a free modification of artifacts (names of artifacts, trade marks, series
numbers); ; e.g. Kent cigarettes, the comedy ‘Guess Whos Coming 10 Dinner?’,
Opel 307

The noun participants are very often realized by anaphorical pronouns or indi-
rectly in the broader context. In addition to the noun-specific complements, nouns
can also take the same complements as verbs.

In the current data annotation, nouns have their frames in the lexicon, but the
missing participants are not inserted into the data according to the lexicon.

6.3.8 FGD-valency for Learners of Basic Verbs

Considering the FGD valency theory in connection with basic verbs, it appears that
the main benefit of FGD is the distinction between semantic and syntactic obliga-
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toriness. This feature is important both for human users and computers in NLP ap-
plications, since it specifies which type of information is to be inferred or looked for
in the context.

On the other hand, the current FGD-based lexicons give very sparse information
on which complements of the respective verbs tend to be explicitly realized on the
surface and which tend to be elided or implicitly present in the context or regarded as
common knowledge. The Czech valency lexicons list possible morphosyntactic repre-
sentations of each valency complement, but they do not provide explicit information
on their frequency. In noun entries the lexicons do not specify which slots and which
surface forms can and which can not coexist simultaneously.

The semantic labeling of the inner participants is rather coarse and, in addition,
the cognitive roles the participants might have are obscured by the shifting, and thus
not actually helpful when the learner learns by associating morphosyntactic forms to
cognitive roles.

Finally, the FGD-based lexicon gives hardly any hints regarding collocations, apart
from very lexicalized idioms. At least basic verbs, whose meaning in context so often
depends on the collocates, deserve more explicit information about the meaning shifts
of identical syntactic realizations in different contexts (Cf. Chapter 7).



Chapter 7

Corpus Pattern Analysis

“Lexicons of the future will be application-driven, and will pay much more detailed atten-
tion to the connection between meaning and use. 10 do this, they will focus on determining
the probabilities, and associating them with prototypical contexts, rather than secking to
cover all possible meanings and all possible uses.”

Patrick Hanks

7.1 Theory of Norms and Exploitations (TNE)

Hanks [57] proposes Corpus Pattern Analysis (CPA) as a standard for building verb
entries. As this standard has been adopted in Swe-VALLEX, a short summary of CPA
will be provided.

CPA is the lexicographical implementation of the Theory of Norms and Ex-
ploitations (TNE). It focuses on relating syntactic patterns to selectional preferences!.
In case of verbs, it seeks to list all usual syntactic complementation types of a given verb
(obtained by querying a large corpus) and to group them according to selectional pref-
erences. Each group of collocates referring to the same selectional preference forms a
lexical ser. Combinations of lexical sets repeatedly co-occurring in the same syntactic
patterns correspond to what is commonly called lexical units or readings, meanings or
senses. TNE calls them meaning potentials. The core idea of TNE is that “a word in
isolation, strictly speaking, does not have a meaning; it only has a meaning potential,
or rather a cluster of meaning potentials, any one or more of which, may be activated
by the context when a word is used in context” [57].

'Emphasis has been laid on the difference between preferences and restrictions: “A restriction prevents
or forbids you from doing something, whereas it is often the case that locutions excluded by a selectional
preference are nevertheless perfectly grammatical, psychologically acceptable, and communicatively

adequate” [57].

89
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7.2 Defining Lexical Sets

A lexical set is a set of lexical items (typically nouns) that occur in the same valency
slot or argument position in relation to a given collocate. A lexical set, therefore,
comprises both norm-compliant uses and exploitations of the norm. The ‘established
norm’ cannot be rigorously defined. It is nothing but an empirical value. As Hanks
puts it: “...because of the flexible, variable nature of the lexicon, even attempting a
tull and accurate description of the norm for any given usage may be impossible, for
principled reasons: how can one define a phenomenon whose boundaries are shifting
and variable?” Non-conventional verb uses are supposed to be metaphorical exploita-
tions of the norms. Determining a lexical set is a performance of linguistic intuition,
backed by plentiful lexical evidence.

The selectional preferences that define a lexical set are expressed in the form of non-
formalized semantic labels (mnemonics). The mnemonics must apply the appropriate
degree of generalization to be able to distinguish the given meaning potential from
others. Hanks discusses the example of the label Human, which is notoriously known
from numerous attempts on semantic feature analysis. The label Human includes
some features humans share with animals (sleeping, eating, fearing, etc.) and others
shared by institutions, nations, even computers (cognitive activities). The verb in
question may activate only one of them. In such case the label Human would be
under-specifying. The opposite extreme would be labeling the lexical sets in a way
specific to the verb in question. Lexical sets do not have the same function as frame
elements of FrameNet (see Section 9.6). Hanks’s solution of the semantic labeling in
his own proposed ‘pattern dictionary’ is discussed below.

Lexical sets, too, should only reflect norms, not exploitations. To use one of
Hanks’s examples again: one meaning potential of the English verb 70 urge is mainly
associated with horses: 7o urge a horse up the path etc. Finding evidence of e.g. camels
being urged somewhere can result in labeling the lexical set with Steed to emphasize
the importance of being ridden to the exact information on animal species. However,
a sentence in which the driver urges his car somewhere, will be regarded as exploita-
tion of the horse-ride shaped sentences. The car has adopted the steed-feature through
a metaphorical transfer. The sentence acquires then the additional meaning of the
driver imposing his will on his car, like a rider imposes his will on the horse, which
apparently was the communicational aim of selecting the verb 70 urge in connection
with a car. On the other hand, an exploitation can be allowed to develop into a new
norm, as Hanks’s 3rd meaning potential of 70 urge illustrates: urging practitioners to-
wards greater involvement has the same syntactic pattern as to urge a horse somewbere.
It is now quite normal to urge people in a particular direction; much of the metaphor
has already got lost by the conventionalization. Nevertheless, both complementations
are regularly populated with different lexical sets. Whereas the first pattern included
steeds as direct objects and adverbials of (spatial) direction, this pattern is typically
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populated with persons and institutions as direct objects and with adverbials of (in-
tentional) direction.

In a pattern dictionary proposed by Hanks and Pustejovsky [59], two different
types of labels can be used to define a lexical set. The first label, called semantic type,
belongs to an — almost — closed set of the Brandeis Semantic Ontology [136]. It ren-
ders an intrinsic attribute of the given noun at a rather general level, such as: [[Hu-
man]], [[Institution]], [[Location]], [[Body Part]], [[Vehicle]]. The semantic types
can alternate. Alternations are regular choices of types within an overall pattern; e.g.:
[[Human|Institution]] negotiate... [58]. The current version of the Pattern Dictionary
of English verbs, however, uses its own ontology.

The second type of label is semantic role. The semantic role renders the at-
tribute assigned to the noun by the selection of a given verb in that particular context;
i.e. ‘what implicatures does the noun obtain by being combined just with that par-
ticular verb’. For instance, the slots opened by the verb sentence are both intrinsically
[[Human]], but with this particular verb, the subject [[Humanl]] is a_judge, whereas
the object [[Humanl]] is a Convict. Judge and Convict are semantic roles. The set of
semantic roles is not closed.

More verbs can happen to have identically labelled lexical sets. However, this does
not necessarily imply that the respective lexical sets are populated by the same nouns.
Hanks and Jezek [58] say that lexical sets are ‘shimmering’. This is to say that “the
membership of the lexical set changes from verb to verb: some words drop out while
other come in, just as predicated by Wittgenstein (family resemblances). Different
verbs select different prototypical members of a semantic type even if the rest of the
set remains the same.”

Hanks and Jezek illustrate this phenomenon on wash and amputate. Both typically
select [[Body Part]] as their direct object. One can wash any body part, but the typical
collocates of wash are face|hands|hair, which one does not have amputated (at least
face and hair impossibly). In such cases, not even semantic roles can help to make the
lexical set more specific.

This gives an implication for building ontologies: as the lexical sets “shimmer
according to what we predicate of them”, and therefore “a node in the ontology (i.c. a
semantic type) is not to be thought of as an address for ‘all and only’ the lexical items
that belong to that node. Rather, it is an address for lexical items that typically belong
to that node. The ontology is thus best conceived, not as a rigid yes/no structure, but
as a statistically based structure of shimmering lexical sets” [58].

On the contrast of 70 urge to its near synonym #o incite Hanks shows the neces-
sity to consider the lexical sets in relation to the Good-Bad axis. Incite, unlike urge,
typically occurs with bad things as direct objects. When occurring with a neutral ex-
pression like John incited Barry to speak to Astrid (Hankss example, too), the default
interpretation must be that Barry’s speaking to Astrid (or speaking to Astrid in gen-
eral) was something bad. This, as well as other implications and presuppositions is
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part of the information which a lexicon is supposed to mediate to the user, as far as
this information is possible to retrieve without the risk of over-interpretation, against
which Hanks himself [57] warns: “It may therefore be preferable to approach teas-
ing out such implications as a matter of identifying mutual beliefs by the traditional
techniques of introspection and comparison of intuition, rather than through com-
putational analysis of texts”.

7.3 Applying CPA

The objectives of CPA, in the first instance, is to compile a pattern dictionary [59]
of the content words of a language — or at any rate, the verbs. A pattern dictionary
differs from a pattern grammar (e.g. [68]) in its level of generalization. A pattern
dictionary associates one or more patterns with each word: a pattern grammar seeks
a more abstract level of generalization.

Hanks suggests the following steps in determining the patterns of a verb [57]:

* Use some statistical procedure [...] to identify statistically significant collocates
of the target word, sorted as far as possible by clause roles.

* Sort this first list of collocates into relevant sets for purposes of meaning dis-
crimination; devise approximate intensional criteria for set membership.

* Give each set a name (coined ad-hoc as a mnemonic, and bringing with it no

theoretical baggage).

e Sort more concordance lines into groups, according to the intensional criteria
just mentioned; extend the sets; refine the intensional criteria; refine the lexical-
set mnemonics. Repeat indefinitely as new data becomes available.

* Note correlations among different sets in particular clause roles, with a view to
specifying the meaning potentials of the target word.

* (Optionally) add a numeric value such as the number of occurrences or (better)
the number of different texts in which each set of pair or group of sets is found

(CE. e.g. [50)).

* Explain the relation of any ad-hoc set members to bona-fide set members by
appealing to criteria of ellipsis, stylistics, rhetoric, metaphor, etc.

This set of instructions has been applied in Swe-VALLEX. The application of CPA

on the Swedish data is discussed in more detail in Section 16.3.



Chapter 8

Lexical Functions

8.1 Brief Overview

The lexicon proposed by this study was significantly inspired by already existing col-
locational dictionaries that have paid systematic attention to LVCs, namely 7he BB/
Combinatory Dictionary of English Word Combinations. [108], as well as Tolkovo-
kombinatornyj slovar sovremennovo russkovo jazyka [69] and Dictionnaire explicatif et
combinatoire du frangais contemporain [100], out of which the latter two are modeling
‘institutionalized’ lexical relations by the so-called Lexical Functions. A brief overview
of these dictionaries has been given in Section 9.

Lexical Functions are part of the Meaning-Text-Theory developed by Igor Mel’¢uk
and his collaborators [99], [77]. There are two elementary types of LFs — paradigmatic
and syntagmatic — and this study concerns only the latter. In terms of collocations,
when two lexical units are collocates, one is usually the base that “selects” the other
lexical unit to render a certain meaning together. MTT aims to capture it by the
mathematical functional notation: LFi(X) =Y, where X is the keyword (the colloca-
tional base) and Y the value of the LFi (the collocate). LFs can assign one value or
a set of values to a given keyword. The values stand in the same lexical relation to
the keyword but they are not necessarily synonymous. The LFs describe the semantic
relation between the keyword and the values. For further reference see [163].

As the data of PNL presents numerous instances of LE-combinations, most illus-
trative examples in this chapter will be English and directly taken from [163].

8.2 Lexical Functions and FGD

Lexical Functions are closely associated with valency. For light verbs and predicate
nouns it is crucial to determine the participants in the light-verb frame as well as in
the event that is denoted by the predicate noun. Often, but not necessarily, there is
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a corresponding lexical verb from which the noun had been derived (or vice versa),
e.g. ledning: leda, friga: friga, etc., and it just inherits the frame of the verb. Oth-
ervise, the nominal event would have to be paraphrased with a verb that has no word-
formation relation to the given noun. Mel’¢uk calls the nominal event in a LVC “the
underlying expression,” which specifies the corresponding situation 'L a full verbal
form meaning 'L ([101], p. 61).

LFs Oper and Labor use numerical indexes to indicate which of the participants
of the nominal event (“the underlying expression”) is identical with the subject of the
light verb. Meaning — Text Theory refers to participants as DSyntAs and labels them
with numbers. As we are working within the FGD framework, we will have to relate
what LFs use from MTT’s valency theory to the valency theory of FGD.

In terms of FGD, the entire LVC would be drawn as a light-verb deep valency
frame, in which the predicate noun is the deep frame slot with the deep frame slot
filler CPHR (or sometimes DPHR). The predicate noun itself is a deep frame evoker.
It has again its own deep frame slots whose fillers denote the cognitive roles of the
participants. Now, one of the deep frame slots belonging to the predicate noun is in
grammatical coreference with the Actor of the light verb. Its surface frame slot filler
will get the substitutional t-lemma QCor (quasi-coreference).

The numerical index of the LF refers to the number of the particular deep frame
slot of the predicate noun whose surface frame slot filler has got the substitutional
t-lemma QCor. Deep frame slot fillers, unlike DSyntAs in MTT, are not labeled by
numbers but they are assigned functors. Presumably, only functors of inner partici-
pants and no functors of free modifications will participate in describing LVCs. To
be fully just to FGD, the LFs would actually have to carry functor names instead of
numerical indexes when used within the FGD framework. However, the functors of
inner participants can be easily displayed as numbers: ACT corresponds to 1 and PAT
corresponds to 2. ADDR, ORIG and EFF correspond to 3, 4 and 5 respectively. As
for the principle of shifting, any ADDR, ORIG or EFF ‘shifted’ to PAT is regarded
as PAT and is to be assigned the label 2.

8.3 Basic Lexical Functions in LVC Description

Lexical Functions are, according to Mel’¢uk ([101], p. 60), characterized by the fol-
lowing relation between the verb and the noun: “The support verbs serve to link, on
the DSynt-level, (the name of) a DSyntA of L to L itself; they thus play an impor-
tant semantico-syntactic role and can be loosely called ‘semi-auxiliaries’ ”. The verbs
“play an important communicative role: they are used to express the communicative
organization, or perspective, of the sentence. [...] Therefore, although they are se-
mantically empty [...], they are by no means asemantic. In addition, they carry all
grammatical verbal caegories which must be expressed in a sentence (mood, tense,
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”»

person and number, etc.)

The following LFs are specific to LVCs; their keywords are the predicate nouns
and their values are by definition verbs: Oper;, Labor; j and Func;. For the purpose
of PNL, Copul was added to be observed as well, though it does not belong to the
LVC-describing Lexical Functions.

8.3.1 Oper;

The Actor (and subject) of the light verb stands in grammatical coreference with the i-
th inner participant of L, i.e. of the predicate noun in question. The predicate noun is
direct object or indirect object (if the verb cannot have a direct object) or the strongest
prepositional object of the light verb (if the verb cannot take non-prepositional ob-
jects). In FGD, it gets the functor CPHR, which in this particular constellation sub-
stitutes for the Patient, which is nr. 2 in the hiearchy of FGD-inner participants. This
corresponds to the original definition of MT'T, saying that “The DSyntA I of this verb
(and its SSynt-Subject) is the phrase that is described in the GP [government pattern,
S.C.] of L as the -th DSyntA of L, and Oper;’s DSyntA II (= its main SSynt-Object)
is L itself.”

Typically, Oper; comes realized as Oper ; or Oper . Constructions like 70 give an
order, to lend support make good Oper; examples. Having a closer look at ro give an
order from the perspective of FGD, the construcion has the following features:

* The construction can be paraphrased as X gives Y Xs order to do z. The Actor
(at the same time subject on a-level) of the verb corefers with the Actor (at the
same time subject on the a-level) of the event described by the noun order. (Let
us assume the following deep valency frame in order: X’s. ACT order tol/for

Y.ADDR +to do z.PAT.

* The noun order is direct object of the verb #0 give. It has the functor CPHR
— which has substituted PAT, the functor the noun would have got if it hadn’t
been a predicate noun in an LVC.

Oper  differs from Oper ; in that the Actor (and subject on the a-level) of the verb
corefers with the Patient (and object on the a-level) of the event denoted by the noun,
e.g. in to come under X's control. Let us assume the following deep valency frame in the
noun control: X’s.ACT control over YPAT. The Actor (and subject on the a-level)
of the verb #o come corefers with the Patient (and object on the a-level) of the event
denoted by the noun control. The construction can be paraphrased as Y comes under
X control over Y.

Though Mel’¢uk [101] only mentions indexes 1 and 2 in connection with the
Oper-LE PNL introduces also Oper 3. Oper 3 is used for LVCs whose predicate noun’s
deep valency frame consists of ACT, ADDR and PAT. This would be e.g. the case of
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to receive an order. Order will have the following deep valency frame: X’s. ACT order
to YADDR to do z.PAT. The entire LVC t0 receive an order could be paraphrased
in this way: Y receives X’s order to Y to do Z. The Actor (and subject on the a-level) of
the verb 2o receive corefers with the Addressee (and object on the a-level) of the event
denoted by the noun order.

So far, neither Oper nor Opers have occurred in PNL, but they are formally
possible.

8.3.2 Laborz-, j

In Labor, the predicate noun is the prepositional object of a transitive light verb. The
Actor (and subject on the a-level) of the light verb stands in grammatical coreference
with the 7-th participant of the event L denoted by the predicate noun. The direct
object of the light verb stands in grammatical coreference with the j-th participant of
the event L denoted by the predicate noun. This FGD-adopted definition originates
in [101] saying that with Laborl-,]- “The DSyntA I f this verb (and its SSynt-Subject)
is the 7-th DSyntA of L, its DSyntA II (= its main SSynt-Object) is the j-th DSyntA
of L, and its further DSyntA (= its second or third SSynt-Object) is L itself.”

If interrogation combines the verb ro subject as predicate noun, they belong to
the Labor; > LF as keyword and value. Interrogation is the prepositional object of 70
subject. In FGD, the light verb frame of the verb to subject would consist of ACT, PAT
and CPHR. The event L denoted by the noun interrogation would have the following
participants: X’s. ACT interrogation of Y.PAT. The LF Labor 1,2 can be paraphrased
as X subjected Y to X's interrogation of Y. The Actor (and subject on the a-level) of the
light verb #0 subject stands in grammatical coreference with the Actor (and subject on
the a-level) of the event L denoted by the predicate noun interrogation and, at the same
time, the Patient (and direct object on the a-level) of the light verb zo subject stands
in grammatical coreference with the Patient of the event L denoted by the predicate
noun znterrogation.

8.3.3 Func;

With the LF Func; the predicate noun is the Actor (and subject on the a-level) of the
light verb it joins in a LVC. The index refers to the number of the participant in the
deep valency frame of the event L that is denoted by the predicate noun. in MTT’s
terms, “The DSyntA I of this verb (and its SSynt-Subject) is L itself, and its DSyntA
IT (= its main SSynt-Object) is the i-th DSyntA of L” ([101], p. 61), e.g. the event L
denoted by the noun blow would have two participants, possibly an Actor (X’s blow,
blow from X) and a Patient (blow to Y). e.g. the sentence 7he blow comes from X. could
be paraphrased as X’s. ACT blow to Y.PAT comes from X.DIRI. It is the Actor of

the event L denoted by the predicate noun blow that corefers with a member of the
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light verb’s frame. Therefore the relation will get the index 1. In 7he blow falls upon
Y it is the Patient of the event L denoted by the predicate noun blow that corefers
with a member of the light verb’s frame, and therefore this relation will be classified
as Funcs.

The MTT’s convention, which was fully adopted by PNL, says that the Func-
index is 0 when the predicate noun joins an intransitive verb, as in Funcg(the war) =is
on, or an intransitive LU of a verb, when a verb has intransitive as well as transitive
LUs.

Unlike MTT, FGD does not regard the relation between a verb and a noun collo-
cate as a LVC and the keyword of the Lexical Function Func keeps the functor ACT,
not replacing it by CPHR.

8.3.4 Copul

The LF Copul captures verbs that acquire the meaning of a copula. In the Swedish
data it is typically constructions as ligga sjuk, sitta modell, gi vakt etc. Though MTT
does not count such constructions as LVCs, and neither does FGD mark the nouns
with the functor CPHR, PNL observes them together with LVCs, loosely associating
them to LVCs.

8.3.5 Cross-linguistic Comparison of the Predicate Noun disposal
in Swedish vs. in Czech

1. stilla nagot till forfogande = ddt néco k dispozici
give something at someones disposal

2. filha ndgot till forfogande = dostat-mit néco k dispozici
getlhave something at one’s disposal

3. ndgot stir till forfogande = néco je k dispozici
something is at someones disposal

In both languages the deep valency frame of the noun is identical:
e V5ACT forfogande over 2 PAT = Yova ACT dispozice se zPAT
The first sentence is to be (language-specifically) paraphrased as follows:

o Xstiller z till Ys forfogande over z for Y.!

for ¥ is part of the verbal deep valency frame and is to be assigned the functor ADDR. It corre-
sponds to Czech dative object.
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» Xddvd Y-ovi z k Y-0vé dispozici se z.

In both languages this LVC would be classified as CausLabor 23 (more about Caus
see below, Section 8.5). The sentences can be paraphrased as X causes that Y has z at
Y's disposal.

The second sentence would be classified as Labor 1,2 The sentences can be para-

phrased as
« YAC de’r//mr 2. PAT till Y. ACT [forfogande over z. PAT
o YACT dostane/md z. PAT b Y-ove. AC Tdispozz'cz' se z.PAT.

The respective verbal Actors stand in grammatical coreference with the respective
nominal Actors and the respective verbal Patients stand in grammatical coreference
with the respective nominal Patients.?

The third sentence is to be classified as Oper 5 LE The sentences can be paraphrased
as

o 2 ACT star 1ill Vs ACT forfogande over z.PAT
e 2ACT je Y-ovi ADDR F Y-o0vé dispozici se z.PAT.

The Actors of the respective light verbs stand in grammatical coreference with the
Patients of the respective predicate nouns.

8.4 Phasal Lexical Functions

There are three supplementary Lexical Functions that can specify the basic Lexical
Functions Oper, Labor, Func and Copul:

2Note that Swedish does not allow for ADDR as direct object (or at least strongly prefers other forms
of ADDR to direct object) in this LVC (no occurrences in PAROLE), which makes the coreferential
relations quite difficult to resolve. The entire sentence gets the regular tectogrammatical representation
if the Addressee is realized on the surface of the verbal frame, e.g. in the sentence I en farmartjéinst stiller
de sina maskiner och kunskap til forfogande for industrier och kommuner for exempelvis grinyteskitsel. Then
the phrase for industrier och kommuner actually stands in grammatical coreference with the Actor of the
predicate noun forfogande, i.e. the Actor of the predicate noun forfogande will never be realized on the
surface together with the verbal ADDR, and it will obtain the substitutional tectogrammatical lemma
QCor. A non-standard situation occurs when the nominal ACT is realized on the surface, e.g. in the
sentence [ stillet stiller Nato staber och militira resurser till Viisteuropeiska unionen VEU:s forfogande vid
kriser — operationer. .. Then the verb is not allowed to realize the ADDR-participant on the surface, and
the verbal ADDR gets the substitutional t-lemma QCor. The coreferential arrow pointing up in the
tectogrammatical tree structure is hypothetically possible but has not occurred during the annotation
of PDT, which implies that the issue has not been sufficiently explored yet.
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* Incep (for inchoative/inceptive events)
* Cont (for continuing events)
* Fin (for finishing/ceasing events).

Examples:

to open fire on X = IncepOper ; (fire)

[a—y

2. to fall under the power of X = IncepOper »(power)
3. to lose one’s power over X = FinOper j (power)
4. 1o get out of X's control = FinOper (control)

5. to retain ones power over X = ContOper j (power)

8.5 Causative Lexical Functions

Like phasal Lexical Functions, causative Lexical Functions specify basic Lexical Func-
tions by observing additional semantic features that have to do with causativity. The

causative Lexical Functions are:
1. Caus (for causative verbs)
2. Liqu (for verbs with the meaning of stopping an event)

3. Perm (for verbs with the meaning of permitting an event)

Examples:

1. 20 lead X to anlthe opinion = CausOper j (opinion)
2. to stop aggression = LiquFunc)(aggression)

3. to condone aggression = PermFunc(agression)

They can even be used as basic LFs with verbs as keywords, even in Swedish:

Caus(falla) = filla, Caus(sitta)= sitta, etc.
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Chapter 9

Examples of Valency Lexicons and
Collocational Lexicons

The complex structures of Swe-VALLEX/PNL draw on a huge amount of lexicograph-
ical research as well as lexicographical work performed by various lexicographers in the
past and in the present. This Chapter mentions (with gratitude) the most essential
sources of inspiration for Swe-VALLEX/PNL. Lexicons primarily designed for hu-
man use as well as lexical sources for NLP applications (and combinations of both)
are represented here, yet a thorough analysis and mutual comparison of them would
go beyond the scope of this study. Therefore, only a very simplified overview of their
most distinctive features regarding valency description and collocation sorting is given.

9.1 BBI

The BBI Dictionary of English Word Combinations[108] is explicitly dedicated to learn-
ers of English as a foreign language. It distinguishes two types of collocations, which
it seeks to capture:

* grammatical collocations
¢ lexical collocations.

By the expression grammatical collocations, BBI understands “a phrase consisting
of a dominant word (noun, adjective, verb) and a preposition or grammatical struc-
ture such as infinitive or clause”, intuitively regarded by native speakers, as opposed
to ‘free combinations’, which “consist of elements that are joined in accordance with
the general rules of English syntax and freely allow substitution”. Lexical collocations
“normally do not contain prepositions, infinitives, or clauses. Typical lexical collo-
cations consist of nouns, adjectives, verbs, and adverbs” and are contrasted with free
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lexical combinations, “in which the two elements do not repeatedly co-occur; the el-
ements are not bound specifically to each other; they occur with other lexical items
freely”.

Each grammatical as well as lexical collocation is characterized by a combination
of letter G or L and a number. BBI observes 8 types of grammatical collocations:

1. G1: noun + preposition combinations, e.g. blockade against

2. G2: noun + to + infinitive, e.g. attempt to do it!

3. G3: noun + thar clause, e.g. agreement that

4. Gé4: preposition + noun combinations, e.g. in advance, to somebody’s advantage

5. G5: adjective + preposition combinations that occur in the predicate of as set-
off attributives (verbless clauses), e.g. angry ar

6. GO6: predicate adjectives + #o + infinitive, e.g. ready to go.?

7. G7: adjective + that clause, e.g. She was afraid that she would fail the examina-
tion.

8. G8: The G8 group consists of 19 verb patterns, distinguished by capital letters
A-S. The observed patterns are the following:

(a) A: dative movement transformation, e.g. He gave his brother a book — He
gave a book to his brother.

(b) B: transitive verbs with indirect object that do not allow the indirect object
in dative, e.g. He mentioned the book to her — *He mentioned her the book.

(c) C: transitive verbs allowing a preposition-less indirect object in alternation
with prepositional object with for, e.g. She bought her husband a shirt —
She bought a shirt for her husband.

(d) D: verb + preposition, e.g. to work as, to adhere to

(e) E:verb + ro + infinitive, e.g. He decided to come.

(f) F:verb + infinitive without ro, e.g. help (He helped her climb the stairs.)
(g) G: verb + -ing, e.g. enjoy watching TV

(h) H: verb + direct object + fo + infinitive, e.g. She asked me to come.

ISurprisingly, BBI observes this pattern even in contexts that appear to suggest that the infinitive
is not syntactically dependent on the noun, e.g. in sentences with expletive iz:/r was a pleasure to do it
= 10 do it was a pleasure., which does not seem quite appropriate.

2G6 raises the same question with predicate adjectives as G2 does with nouns, and so does G7.
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(i) I: verb + direct object + infinitive without ro, e.g. She heard them leave.
(j) J: passive use of the verbs of the group I, e.g. We were made to get up.

(k) K: verbs + possessive pronoun or noun in genitive + gerund, e.g. Please
excuse my waking you so early.

(1) L: verb + that noun clause, e.g. He informed his students that the examina-
tion had been canceled.

(m) M: verb + direct object + 70 be + adjective or past participle or noun/pronoun,
e.g. We consider her ro be very capable.

(n) N: verb + direct object + adjective or past participle or noun/pronoun,

e.g. She dyed her hair red.
(0) O:verb + two preposition-less objects, e.g. 7he police fined him fifty dollars.

(p) P:verb + obligatory adverbial , e.g. He carried himself with dignity. — *He
carried himself.

(@) Q: verb + wh-word: He asked how to do it.

(r) R: transitive verb often expressing emotions preceded by the dummy 7z +
to + infinitive or that-clause, e.g. It surprised me to learn of her decision, It
surprised me that our offer was rejected.

(s) S: intransitive verb + predicate noun or predicate adjective, e.g.: She be-
came an engineer.

In terms of FGD, BBI’s ‘grammatical collocations’ partly correspond to definitions
of deep valency frames (notes on obligatory syntactic complementations, e.g. G8-P),
and partly to constraints on surface frame slot fillers (e.g. object complement can only
be realized with ro-infinitive, G8-M; required prepositions in G1 etc.) Some groups
(e.g. G8-A, B, C) observe syntactic alternations of English verbs, as proposed and
sorted by Levin [85]. This feature is to be included in the next version of the Czech
Vallex.

Besides the 8 ‘grammatical collocation’ types, BBI introduces 7 ‘lexical collocation’
types. 'This list, together with a short explanation and examples, are given below.

1. L1: transitive verb + noun/pronoun or prepositional phrase. The verb denotes
creation or activation of the nominal part, e.g. to come to an agreement, to set a
record, but also to compose music.

2. L2: transitive verb + noun/pronoun or prepositional phrase. The verb denotes
eradication or nullification of the nominal part, e.g. reject an appeal, lift a block-
ade, break a code.
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3. L3: adjective + noun, e.g. strong tea, reckless abandon. Even nouns in adjectival
positions have been entered: house arrest, jet engine.

4. L4: noun + verb. The noun is the subject of the verb: blood circulates, blizzards
rage.

5. L5: noun + of + noun. The first noun denotes a unit: @ swarm of bees, a pack

of dogs.
6. L6: adverb + adjective, e.g. strictly accurate, sound asleep.

7. L7: verb + adverb, e.g. 1o affect deeply, to anchor firmly.

BBI’s collocation types resemble Lexical Functions but they are much more gen-
eral. e.g. L1 and L2 do not only capture LVCs but all unpredictable combinations of
verbs with effected objects?.

9.2 Combinatorial Explanatory Dictionaries

The attributes ‘combinatorial’ and ‘explanatory’ identify a dictionary as one elaborated
within the Meaning-Text Theory, a formal theory of natural language (for further
reference see e.g. [77]), which emphasizes the development of highly structured lexica.
It regards the lexicon as the pivot element in formal description of natural language.
Therefore, MTT-based dictionaries contain vast amount of lexical information, useful
for the human user as well as various computational applications.

With the help of [102], [77], and [131] a short description of the main fea-
tures of combinatorial explanatory dictionaries (CEDs) will be given here. CEDs
are production-oriented dictionaries, i.e. they seek to provide the user (be it a human
or a non-human one) with all lexical information needed to correctly use the given
lexical unit in context. ‘Lexical unit’ is one reading or one sense of the given lexeme.
The question how senses are distinguished in CEDs is left aside here.

Each entry comprises ten types of information:

1. spelling, spelling variants
2. pronunciation

3. information on part of speech, reference to a declension or conjugation pattern
and an explicit list of its irregular forms

4. stylistics

30n the difference between effected and affected object see [6] and [137].
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5. definition and connotations

6. the word’s government pattern GP (corresponds to FGD’s deep valency frames
and surface valency frames)

7. information on combinatorial potential of the lexical unit, described by means
of Lexical Functions

8. examples
9. phraseology

10. informal comments on culture-specific issues affecting the use of the given lex-
ical unit, additional explanations of the government pattern etc.

Definitions, GP and combinatorial potential will be described in more detail.

9.2.1 Definitions in CEDs

Definitions in CEDs are shaped as pairs of dependency graphs. The second graph
(being placed to the right) depicts the lexical unit and its semantic relations towards
its actants, i.e its complementations required by the GP (to be described below). The
complementations are marked with capital letters. The first graph depicts the semantic
decomposition of the relations between the lexical unit and its actants, as well as
relations between the respective actants. It is in fact a graph of a sentence, in which
semantically simpler (i.e. more general) words are used to express the same utterance
as a sentence with the lexical unit in question. The left-hand definitions do not use
any rigidly formalized interlingua, yet it is assumed that a closed list of recurring
decomposition patterns is going to be the result of processing a larger data set. The
words repeatedly used in the semantic decomposition are then expected to form a list
of semantic primitives as a by-product (Fig. 9.1). The figure is taken from [102].

9.2.2 Government Pattern

Each GP appears in the form of a table. Its first row bears the names of semantic ac-
tants of the given lexical unit. The second row contains numbers of their corespond-
ing surface syntax matches. The lowest row assigns each actant its relevant syntactic
and morphological constraints (lists possible prepositions and parts of speech that can
follow them etc.) For illustration see Fig. 9.2, copied from [102], p. 270.
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‘employer’
[use ]

0
1
2 N:courir 1
o[ succour ]

/ ‘secourir 2'
X9 1 |2 o
o {=> 1 3
/ Z 2
° 0 °
2 X Y Z

o 1 Y
‘ressources’
[ resources ]

Definition of the French verb SECOURIR 2

What we mean by a (lexicographic) definition of a lexical
meaning is an equivalence between this lexical meaning
itself taken together with its Sem-actants (the righthand
part of the figure) and its semantic decomposition observing
the Maximal Block Principle (the lefthand part).

In English, the network in the lefthand part can be read as:
‘X uses Z which is X's resources in order to SECOURIR 1 Y’

Figure 9.1: A definition in the explanatory combinatorial dictionary

9.2.3 Lexical Combinatorics

CEDs keep strictly apart linguistic restrictions of lexical cooccurrence from those re-
sulting from the common knowledge. As already Mel’¢uk ([99], p. 47 glosses), “the
analysis of meaning itself goes beyond the scope of MTT: it does not distinguish
‘normal’ meanings from absurdities, contradictions or trivialities. Discovering that
something is stupid or absurd or detecting contradictions is by no means a linguistic
task”. The truly linguistic lexical constraints are captured by means of Lexical Func-
tions. Lexical Functions have been described in detail in Section 8, therefore no more
details will be given here.

9.2.4 Monolingual and Multilingual CEDs

So far there have been two major combinatorial explanatory dictionaries, Tolkovo-
kombinatornyj slovar’ soviemennogo russkogo jazyka (An Explanatory Combinato-
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X Y 2 Y
I n ] Iv
1.N 1.N 1.4 N 1.de N
2.4V 2. avec N
3. dans N 3. par N
4. pour N 4. Adv
S. pour V

Government pattern of the French verb AIDER 2

X, Y, 2 and ¥ are the semantic actants of AIDER 2: X is the person who
helps, Y the person who receives help, Z the activity of Y in which he
needs help, and ¥ the resources by which X helps Y.

I, 11, It and IV are the Deep-Syntactic actants of AIDER 2: | refers to
the noun phrase that expresses X etc.

Figure 9.2: A government pattern in the explanatory combinatorial dictionary

rial Dictionary of the Contemporary Russian Language) [69]) and Dictionnaire expli-
catif et combinatoire du francais contemporain [100]. Attempts on linking monolin-
gual MTT-based lexical databases into one multililingual open-source combinatorial
explanatory dictionary have been reported [145]. More information can be obtained
at htep://www.papillon-dictionary.org.

9.3 Dictionary of Czech Phraseology and Idiomatics

The third volume — Verbal Expressions — of the Dictionary of Czech Phraseology and 1d-
iomatics (Slovnik Ceské frazeologie a idiomatiky. Vijrazy slovesné, [20]) is a comprehen-
sive work that lists, analyses and explains about 20,000 verbal phrasemes and idioms.
Under verbal phrasemes and idioms the authors understand expressions that contain
a verb and act as verbal phrases, most typically as complex predicates. The verbal ex-
pressions are grouped according to their syntactic form. The following groups have
been observed:

1. verb + noun

2. verb + abstract noun
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3. verb + adjective
4. verb + adverb
5. verb + subordinate clause

6. verb + synsemantic words, e.g. prepositions, pronouns, numerals, interjections
or particles

The group most relevant for this study is the one defined by the combination of
a verb and an abstract noun. Its members make up about one half of the dictionary
(i.e. approx. 10,000 entries). They are regarded as ‘quasiphrasemes’ [20], p. 10 and
a special entry type was introduced for their description. They are usually seman-
tically transparent. Thus they do not need extensive explanation but they represent
quite rigid collocation patterns (paradigms). Therefore, emphasis is laid on listing the
possible verbal collocates of the respective nouns in question. These combinations
are lemmatized under noun lemmas. Each noun lemma contains information on its
valency. It may contain a semantic gloss and/or stylistic remarks.

The following features are distinguished with the verb + abstract noun combina-
tions:

1. the syntactic position that the noun takes (Obj-Subj)

2. their phase meaning (inchoative-IN, durative-DUR, terminative-TERM) for
the noun as subject and the noun as object respectively

3. causativity (K in front of the phrasal marker = causative)
4. synonymous one-verb expressions

5. obligatory or very commonly inserted adjectival modifiers of the noun.

The group verb + abstract noun is considered to belong on the periphery of phrase-
ology ([20], p. 11), since its members represent a continuum between recurrent com-
binations and actual phrasemes and idioms. By applying the same sort of entry to
constructions as dostat zdjem on the one hand and nevédét si rady on the other hand,
the authors avoid drawing an ‘artificial™ line between phrasemes and that collocation
type, for which this study generally uses the term ‘light verb constructions’.

4“Zastoupeni obojiho typu hesel se substantivem abstraktnim tak zamezuje umélému délenf této
oblasti a umoziiuje i komplexn{ studium jejich tlohy ve frazeologii a jazyce viibec.” [20], p. 11.
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9.4 PropBank, NomBank

PropBank [114], [115] is the common label for a deep-syntactic corpus annotation
above the Penn Treebank corpus, Wall Street Journal Section [107], as well as for a
lexicon of deep valency frames of verbs occurring in PTB — WS]J. In 2005, the first
version of NomBank[103], [1], the nominal counterpart of PropBank was released,
followed by the June-2006 release. NomBank is the extension and continuation of
NOMLEX, the LF-inspired, 1000-entry lexicon of nominalizations [96]. This Sec-
tion describes only PropBank in detail.

The verb entries of the PropBank Lexicon are divided into rolesets. Rolesets
roughly correspond to senses. They rely on syntactic rather than semantic criteria,
which are considered to be ‘subjective and potentially unlimited’ ([133] p. 3), while
syntactic distinctions be ‘rigorous and objective’ Therefore rolesets are much more
coarse-grained than e.g. WordNet [41] senses. Each roleset includes a set of labeled
arguments (‘roles’) and one or more example sentences, in which combinations of the
roles are rendered by the surface syntax. Rolesets are numbered within the respective
entries (‘roleset-ID’s”). In addition, each roleset has a definition-like description at-
tached (“roleset names”). e.g. the verb 0 yell has only one roleset, ye/l.01, which is
labeled as ‘20 cry out loudly”. 'The verb to abandon, on the other hand, has three rolesets
(abandon.01.-03). They are labeled as “leave behind’, “exchange”, “surrender, give,ver”,
respectively. The PropBank-Lexicon comprises about 2000 roleset names, in which
about 4600 rolesets are grouped. (There are 3323 verb entries in the PropBank Lex-
icon. Some of them also include phrasal verbs. Phrasal verbs do not have entries of
their own but are displayed as rolesets). PropBank’s conception of valency derives
from Levin’s assumption [85] that the syntactic alternations that verbs participate in
are not arbitrary but reflect underlying semantic components of the events denoted by
each given verb. Semantically related verbs can be grouped into classes according to
which alternations they take part in. The roleset names group semantically and syn-
tactically related verb senses into classes like the Levin classes. The PropBank classes
cut somewhat across the Levin verb classes in accordance with the valency behavior
of the data in PTB-WS]J.

Each roleset introduces an enumeration of arguments (roles). The arguments are
divided into ‘numbered arguments’ and ‘adjuncts’ [133]. The numbered arguments
are arguments that take part in the syntactic alternations analyzed by Levin [85], and
can become syntactic subjects. The adjuncts are optional, often rendered by prepo-
sitional groups and adverbs. Each argument has two parts: the argument number
and a semantic descriptor specific to the given roleset. e.g. 7o yell would acquire the
following arguments:

ArgO0: Yeller

Argl:Utterance

Arg2:Hearer
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The first roleset of to abandon (abandon.01 “leave behind”) will have the following
arguments:

ArgO0:abandoner

Argl:thing abandoned, left behind

Arg2:attribute of argl

The arguments do not have to be all present on the surface of a sentence at the
same time. Thus the first example sentence And they believe the Big Board.Arg0, un-
der Mr. Phelan, has abandoned their interest. Argl contains only Arg0 and Argl, while
the second example sentence contains all three: John.Arg0 abandoned his pursuit.Argl
of an Olympic gold medal as a waste. Arg2 of time. Considering the syntactic alterna-
tions as pairs of alternation realizations, one can often identify alternation realizations
in the rolesets. Each example sentence is provided with a supplementary comment,
which even sometimes suggests which alternation realization the given sentence rep-
resents. Yet these comments are not formalized, nor is it explicitly stated by which
alternations the respective rolesets are defined. About one half of PropBank entries
are mapped onto VerbNet [79], in which relevant alternations are listed for each verb
entry. However, the linking between the PropBank-Lexicon and VerbNet does not
extend to the respective sentences. Besides, the PropBank verb classes (i.e. the roleset
names) do not correspond to the VerbNetverb classes (i.e. the original Levin classes),
and thus the example sentences in the PropBank-Lexicon do not necessarily show the
same alternation patterns as the corresponding entry in VerbNet.

9.5 VALLEX, PDT-VALLEX

This Section is dedicated to the VALLEX-twins, VALLEX 1.0 and PDT-VALLEX.
Both lexicons have been elaborated within the FGD framework and their common
features deeply affected the data structure of Swe-VALLEX, being its main source of
inspiration. Though they have a lot in common, there are some differences between
them, which do not allow for common description. A comparison of the two lexicons
will be given right at the beginning of this section:

9.5.1 Differences between VALLEX and PDT-VALLEX

VALLEX has been built as a machine-readable lexicon for public use. PDT-VALLEX
has been developed during the annotation of PDT (for details see [53]) as a supporting
annotation tool. VALLEX includes only verbs, while PDT-VALLEX includes also
nouns and adjectives.

Being independent of the corpus annotation work, VALLEX has been built pro-
ceeding from lemma to lemma. A verb’s uses were investigated in text corpora and
compared to information in existing lexicons, as a result of which deep valency frames
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of the given verb were defined. The deep valency frame slot fillers were then completed
with surface frame slot filler constraints, and the entire frame was enriched with ex-
amples.

Unlike Vallex, PDT-VALLEX-frames were created in parallel with the data an-
notation. When the annotated corpus did not contain a given reading of a verb, it
simply remained missing in the lexicon. As more and more data had been processed,
the PDT-VALLEX-frames were altered, in order to match the data in the best possi-
ble way and to secure the highest possible consistency of annotation. As new valency
frames of certain types of nouns and adjectives were arising at the later stages of PDT-
annotation, they were entered into the lexicon.

9.5.2 Structure of VALLEX

The Czech valency lexicon describes the valency behaviour of each lexeme (verb, noun,
adjective or adverb) in form of valency frames, which roughly correspond to senses.
Like rolesets in the PropBank-Lexicon, the valency frames primarily rely on syntactic
criteria though the syntactic criteria are sometimes modified to take account of the
semantics of the given verb (see below).

A valency frame in the strict sense consists of inner participants and obligatory
free modifications [120]. Free modifications are prototypically optional and do not
belong to the valency frame in the strict sense, though some frames require a free
modification as an obligatory slot in the frame (e.g. direction in verbs of movement,
see Section 6.3.2). Both the obligatory and the optional inner participants belong
to the valency frame in the strict sense. Like the free modifications, the inner par-
ticipants have semantic labels according to the cognitive roles they typically perform:
ACT (Actor), PAT (Patient), ADDR(Addressee), ORIG (Origin), and EFF (Effect).
However, if a verb only has one inner participant, it is automatically labeled with
ACT. A two-participant verb always has an ACT and a PAT (see Section 6.3.4).

PDT-VALLEX and VALLEX are very similar in structure: each lexeme corre-
sponds to one entry. The entry is divided into valency frames. A valency frame is
modeled as a sequence of frame slots. Each frame slot corresponds to one comple-
mentation of the verb in question. Each slot is assigned a functor according to its
semantic relation to the governing verb. Each slot includes an enumeration of its
surface forms. Each frame is supported by at least one example sentence.

PDT-VALLEX notes only the valency frames in the strict sense (i.e. obligatory or
optional inner participants and obligatory free modifications), while VALLEX also
lists optional free modifications typical of the given frame. When delimiting the re-
spective valency frames, syntactic as well as semantic criteria are adopted. Therefore a
verb can have two valency frames with identical distribution of functors. Lopatkovd
[88] notes that “the change in morphemic realization signalizes the possibility of dif-
ferent meanings; on the other hand, particular complementation in a valency frame
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can have morphemic variants (if the meaning is ‘sufficiently close’)”.

Additional syntactic information is attached to each frame. It concerns mainly
reflexivity and reciprocity conditions, verb control, aspectual characteristics of the
given frame and its aspectual counterparts. Besides that, information on possible
diatheses is added. Each frame is also classified on the scale of idiomaticity (values
‘primary usage’ — ‘secondary usage’ — ‘idiomatic usage’). Frames of ‘frozen collocations
and idioms” [88] differ from ordinary frames in that they contain one slot with the
functor CPHR or DPHR. DPHR is reserved “for the dependent parts of collocations
with which the complementation is lexically limited to a single word (or to a restricted
set of words) and the collocation cannot be syntactically analyzed. The CPHR functor
is mainly used for marking predicate nouns in LVCs.

Some frames had been tentatively sorted into semantic-syntactic classes, out of
which already 15 classes arose to be of help during consistency checking in VALLEX
1.0. The idea of Levin-like sorting of the verbs into classes based on the verbs’ syntac-
tic and semantic behavior significantly affected the recent activities around VALLEX.
Zabokrtsky [166] suggested a new structure of VALLEX, which would capture reg-
ular syntactic alternations. His point of departure was the fact that even very subtle
changes of meaning, triggered by syntactic shifts, require their own frames. Conse-
quently, the lexicon grows bigger than could be intuitively expected. e.g. each meme-
ber of the pair of Levin’s example sentences would have different functors assigned,
and thus it would require its own frame:

1. The sun. ACT radiates heat. PAT
2. Heat ACT radiates from the sun.DIRI.

The drawbacks are obvious:

* Though the shift ACT — DIR1 and PAT — ACT’ possibly applies to many verbs,
it will not be explicitely indicated. There will be no evidence that this shift is a
regularly occurring phenomenon.

* Two frames instead of one common increases the space requirements of the
lexicon.

* Every manually created frame can contain inconsistencies and/or errors.

Therefore, Zabokrtsk}’f suggests putting up a list of alternations to observe in clus-
ters of lexical units. (In case of VALLEX 1.0 it means in clusters of the current frames).
Whenever a pair of alternation realizations was found, only one member of the pair
per alternation would be selected (in a more or less arbitrary way) to be explicitly stated
in the lexicon as basic lexical unit (BLU). The other pair member would become its de-
rived lexical unit (DLU). DLU would be generated ‘on demand’ from BLU by means
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of a transformation rule, which would be applied to DLU. DLU would of course have
to contain a list of such alternation rules. In order not to cause difficulties for human
users, examples of DLUs would be listed under the relevant BLU together with the
name of the alternation [92]. Mutual relations among lexical units within a cluster
of lexical units (CLU) can be much more complicated than described here. A given
LU can be a BLU of one or more alternations and in addition it can be a DLU of yet
another alternation at the same time.
VALLEX distinguishes two alternation types:

* ‘syntactically-based’ alternations

¢ ‘semanticall-based’ alternations.

‘Syntactically-based’ alternations comprise constructions listed by Czech gram-
mars (e.g. the two types of passivization, reciprocity, the resultative construction it
néco udélano, dostar néco udélino, the causative ddt/nechat si néco udélar and some con-
structions “regular enough to be covered by general rules” like dispositional modality
(e.g. Matematika se mi uci dobre) and impersonal constructions (7o se ti to mluvi).

‘Semantically-based’ alternations ‘Semantically based” alternations are exemplified
in [92]. Tt is the case of vyjit kopec. PAT — vyjit na kopec. DIR3, poslat dopis mam-
incec ADDR — poslat penize do Indie. DIR3, etc.

9.5.3 Other Language Versions

An English version of VALLEX has been built during the annotation of the Prague En-
glish Dependency Treebank (PCEDT), the English counterpart of the Prague Czech-
English Dependency Treebank [32]. EngValLex is based on the annotation scheme
of VALLEX 1.0 and was obtained by a semi-automatical conversion of the PropBank
— Lexicon, and subsequently manually adjusted. For more details on EngValLex see
[25] and [144].

Swe-VALLEX is also mainly based on the annotation scheme of VALLEX 1.0. Its
structure has been analyzed in more detail in Section 16.3.

9.6 FrameNet

The FrameNet project is perhaps the best-known project in the field of valency de-
scription. It is based on the theory of frame semantics [43], [76],[44]. Frame semantics
investigates valency (or ‘predicate argument structure’) in verbs, nouns and adjectives,
by grouping predicate arguments into frames and providing them with semantic la-
bels. The frames are schematic representations of events denoted by the predicat-
ing words. The arguments have semantic roles specific to the given word or a set of
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words; the words associated to one common frame share the same arguments. e.g. the
commercial-transaction frame relates buy to sell, spend, pay and cost by assigning iden-
tical semantic labels to their arguments:

* Buyer bought Goods from Seller for Money
* Buyer paid Seller Money for Goods

* Buyer sold Goods to Buyer for Money

Seller sold Buyer Goods for Money
* Buyer spent Money on Goods (Seller not expressed)

* Gods cost Buyer Money (Seller not expressed)

The arguments assigned the semantic roles are called frame elements. Frame ele-
ments are rendered by surface syntax structures.

The purpose of FrameNet corpus annotation is to process an amount of predicat-
ing words, i.e. assigning them to frames and encoding information on surface syntax
realizations of frame elements in various frames, in order to capture and sort human
knowledge about which semantic roles are typically represented, how they are realized
in surface syntax and how they are related in various word classes across domains.

9.7 Svenskt Sprakbruk

Svenskt Sprikbruk — ordbok dver konstruktioner och fraser [31] is a large production-
oriented monolingual dictionary for human users. Its central goal is to treat words in
combinations. The following types of combinations are distinguished:

* constructions, i.e. valency patterns
* phrases, i.e. collocations
* idioms, i.e. semantically non-compositional units

e pragmatical phrases, i.e. cliché-like phrases and discourse markers.

Under constructions the authors understand grammatical constructions with vir-
tually unlimited collocation potential. For instance, the construction kasta ngt in-
dicates that kasta is a transitive verb and requires an object. Phrases are defined as
stable word combinations where the lemmatized word requires a certain collocate or
a restricted list of collocates. A phrase does not need to be an idiom. Idioms follow
the usual characteristics of idioms and pragmatical phrases are evaluative expressions



9.8. PAROLE-SIMPLE 115

used in certain situations, e.g. det dr inte mitt jobb att... to indicate that one is not
going to get involved in something.
The following issues are regarded as vital for correct language production:

* use of prepositions

* use of correct collocates in a collocation, e.g. correct adjectival attributes with
nouns (djup sni), correct verbs governing an object (sd@tta upp en affisch), etc.

* correct use of metaphorical uses
* correct use of evaluative phrases.

This dictionary is organized in a very systematic way and examples had been taken
from a corpus. It has been used as a measure during the experimental work on Swe-

VALLEX/PNL entries (see Section 16).

9.8 PAROLE-SIMPLE

Though finally not directly projected into Swe-VALLEX/PNL, the list of lexicograph-
ical inspirations of this work would be incomplete without mentioning the Swedish
and the Danish branches of the PAROLE-SIMPLE project [153], [123].

The EU-project SIMPLE (Semantic Information for Multifunctional Plurilingual
Lexica) had the goal to provide harmonised semantic lexicons for NLP-tasks for 12
EU-languages, among others Danish and Swedish. The SIMPLE lexicons provided
linguistic description of each lexical entry on the morphological, the syntactic and
the semantic level. The morphological and the syntactic layer were language-specific,
unlike the semantic level, which had been gradually unified into an ontology with
extended qualia structure (for further reference on the ontology see [135]) to ensure
interchangeability of the data. The application of Pustejovsky’s generative-lexicon
framework to multilingual data gave rise to a number of interesting papers concerning
e.g. collocation- and valency description [13], [14], metaphorical transfer and event
structure [124], [110].

9.9 Verbalex

The lexicon of Czech verb valencies Verbalex [64] merges three independent valency
frame lexicons into the so-called complex valency frames. It is a combination of the
Czech WordNet [162] valency frames dictionary, VALLEX 1.0 [90], and the syn-
tactic lexicon BRIEF [113]. Entries in Verbalex enrich the lemmas with synonymic
relations and with common valency frame. Apart from the VALLEX functors, it uses
a second set of more fine-grained semantic labels.
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Chapter 10

The Role of Verbs in the Vocabulary

10.1 Verb Statistics

Together with nouns, adjectives and adverbs, verbs belong to the so-called open-class
parts of speech (unlike e.g. prepositions). Open-class parts of speech are those which
obtain new members as the language develops. Environmental and cultural changes,
new experiences, discoveries and challenges give rise to new nouns, verbs, adjectives
and adverbs, but hardly ever to new (primary) prepositions, determiners, modals or
numerals.! While nouns typically denote entities, verbs typically report on relations
between them. Verbs thus represent the syntactic core of the sentence. Nouns and
verbs are believed to be the only universal parts of speech in human languages; i.e. all
known human languages have verbs and nouns, though their syntactic profile in gen-
eral might be very different from that of Indoeuropean languages.

Viberg (e.g. [156], [161], [160], and many other titles) has performed a typolog-
ical research on Swedish lexicology, proceeding from a general overview of Swedish
“lexical profile” [156] to the functions that various basic lexemes have in Swedish
compared to their equivalents in other European languages. He studied in detail con-
crete verbs like dra (to pull), ge (to give), gora (to do, to make), gi (to go), as well as

entire semantic fields of verbs like verbs of physical contact, mental verbs etc.

Viberg’s analysis of the most frequent lexemes in Swedish [156] shows an inter-
esting fact: there are many more nouns in the language than there are verbs. The
Swedish frequency dictionary [2] contains 39 486 nouns but about 8,5 times fewer
verbs (4 649). This implies that verbs must have the ability to fit into many more dif-
ferent contexts than nouns. In accordance with Zipf’s law is Viberg’s observation that
almost one half (45,5%) of verb occurrences is represented by the 20 most frequent

"Though Hanks [55] observes that, although verbs are traditionally classified as ‘open class’, new
ones are actually rather rare compared with new nouns, names, and MWEs.
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verbs. Almost every second verb used in the language is then one of the top-twenty.?

There is an evident preference for frequent verbs, which is in accordance with Sin-
clair’s claims [149] mentioned in Section 1 and with the observations made by Hanks
(Section 3.1).

Viberg divides the verbs, nouns, adjectives and adverbs in the respective top-
twenty lists into semantic fields. Let us have a look at the verb list:

10.2 The 20 Most Frequent Verbs in Swedish

1.

10.
11.
12.
13.
14.
15.
16.

17.

drlvara (to be)

. ha (to have)

kunna (can)

. ska (shall)
. fa (to get)

bli (to become)

komma (to come)

. gora (to do, to make)

. finnas (existential ro be, lit. t0 be found. Similar to the German es gibz.)

ta (to take)
sdga (to say)
gd (to go)

ge (to give)

se (to see)
madste (must)
vilja (to want)

std (to stand)

?The 20 most frequent nouns cover only 8,1% of noun occurrences, the 20 most frequent adjectives

cover 24,2% of adjective occurrences and the 20 most frequent adverbs have similar rate as verbs —

42,1% of adverbial occurrences.
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18. wvisa (to show)
19. bora (ought)

20. gilla (to apply, to be valid)

If we ignore the copulas vara and b/i and the modal verbs kunna, ska, maste and
bora, we get a list of lexical verbs, of which 4a is also used to make the perfect tense (in
the same way as English and German). The verb finnas is used in existential phrases,
and thus it is strictly speaking not a lexical verb any more, but rather the regularly
derived deponential form of finna (to find), which is a lexical verb. The semantic
motivation of finnas as existential verb is obvious, and thus finnas will be observed in
relation to its active lexical counterpart in Swe-VALLEX/PNL.

The lexical verbs can then be divided up as follows:

1. SPATIAL VERBS:

(a) BODY POSITION: sz4
(b) MOVEMENT: komma, gi

2. OWNERSHIP: ba, fi, ta, ge

3. PRODUCTION: gira

4. VERBAL COMMUNICATION: siga

5. METALINGUISTIC EXPRESSIONS: gilla
6. PERCEPTION: se, visa

7. WISH: vilja

8. EXISTENCE: finnas

The list of the 20 most frequent verbs in Swedish does not substantially differ
from analogical lists that Viberg set up for 10 other European languages (English,
German, French, Spanish, Italian, Romanian, Polish, Russian, Finnish and Hungar-
ian). The expanded 50-top-frequent lists confirm the dominant occurrence of spatial
verbs (the Swedish list of spatial verbs adds folja (to follow), sitta (to place in a sitting
position), stilla (to put vertically), ligga (to put horizontally), dra (to pull) and limna
(to leave)). Most of the 30 additional Swedish verbs belonged to the fields PERCEP-
TION and COGNITION. Three new semantic fields have been introduced: MA-
NIPULATION (héilla — to hold), QUANTITY (dka — to increase) and ORGANIC
LIFE (leva — to live). While the fields QUANTITY and ORGANIC LIFE contain
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words that ended up at the very bottom of the list, the field MANIPULATION con-
tains a verb that ranked 22nd, and is thus evidently relevant. Besides, the MANIPU-
LATION field correponds to verbs of physical control mentioned by Bybee, Perkins
and Pagliuca [75]. The PERCEPTION, COGNITION and VERBAL COMMU-
NICATION fields appear to be less relevant for Swe-VALLEX/PNL as they hardly
ever enter Light Verb Constructions (see Chapter 4), which was set as one major crite-
rion for making a verb a lexical entry in a lexicon. Instead of proceeding from verb to
verb strictly according to frequency, Swe-VALLEX/PNL rather looks ‘deeper’ into the
fields SPATTAL VERBS, MANIPULATION and PRODUCTION. For more detail
on selecting the entry candidates see Section 15.5.

Viberg calls the cross-linguistically predominant frequent verbs unmarked lexi-
cal elements (omarkerade lexikala element, as opposed to language-specific lexical ele-
ments). He characterizes them with the following features:

1. They are simple stems rather than derivations or compound words.
2. 'They have a phonologically simple form.

3. Their conjugated forms are often irregular.?

4. They occur in the respective languages with high frequency.

5. Typologically, they have a broad distribution (they exist as equivalents in many
languages).

6. They have many “secondary” meanings®.
7. They have a significant potential to become grammatical markers.

8. They act as syntactic prototypes (i.e. they allow for many valency patterns and
occur in more compound words and derivations).

9. They are preferred at the early stages of first as well as of second language ac-
quisition.

Viberg makes one more good point in his cross-linguistic comparison of “typo-
logically unmarked lexical elements”: he compares the universality of the respective
verbs in other languages to Swedish. Thus he is able to draw conclusions as to whether

¥This can indicate that the respective forms are acquired by rote learning and remain further unan-
alyzed by speakers (cf. [17]).
4Many studies on this have been published in the Scandinavian area also by other authors. Among

others [37], [42], [61], [71], [73], [97], [128], [138].
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Verb English | Phrase Literal  English | Grammatical
Equiva- Equivalent Meaning
lent
komma | to come | X kommer att verb- | X comes to verb, X | future marker, op-
a, X kommer verb-a | comes verb posite to ska (shall)
halla to hold Xhéller pd (med) att | X holds on (with) to | progressive, dis-
verb-a, X haller pd | verb, Xholdsonand | course background-
och verb-ar verb-s ing, sometimes
‘something  nearly
happened’
fa to get X far verb-a, X fir | X gets verb, X gets | modal: may, modal:
Y att verb-a, X far Y | Y to verb, X gets Y | must,  causativity,
verb-at, X fick verb- | verb-ed, X got verb- | successfully finished
adY edY action of X
Verb | English Phrase English Equiva- | Grammatical Meaning
Equivalent lent
ligga | to lie X ligger och verb-ar | X lies and verb-s atelic event
sitta | to sit X sitter och verb-ar | X sits and verb-s atelic event
std to stand X star och verb-ar X stands and verb-s | atelic event
g to go X gick och verb-ade | X wentand verb-ed | ingressive telic event
ta to take X tog och verb-ade | X took and verb-ed | ingressive telic event

a verb from a given language matches a particular verb in Swedish or whether a selec-
tion must be made from a cluster of context-dependent partial equivalents; e.g. 70 put
vs. stilla — sitta — ligga (to put vertically — to put so that it sits’' — to put horizontally).

The next sections draw on cross-linguistic studies of Swedish basic verbs by Viberg.
Selected cases will be presented to illustrate the different degrees of grammaticalization
in basic verbs. The spectrum ranges from well-established grammatical constructions
(well-established’ means mentioned by SAG [152]) to “recurring strategies for build-
ing discourses” [66]. Subsequently some selected basic verbs will be examined as a
whole. The basic information including the example sentences stems from SAG (Vol.
4 — Satser och meningar). Additional remarks have been made on the basis of original
corpus research.

Leaving aside the verb Aa (to have) as a perfective auxiliary verb and phasal verbs
like fortsitta (to go on), borja (to start) and sluta (to finish), Swedish employs the fol-
lowing lexical verbs to render grammatical meanings:

In addition to hdlla pi SAG names a few other verbs that specify or emphasize
telicity/atelicity in events:
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SAG makes a distinction between inchoative and ingressive. Ingressive means just
“starting” while inchoative implies a change of state. This difference has not been
considered in other places in this thesis and inchoative has been used not only for verb
phrases denoting transitions but certainly also for verb phrases denoting processes.

In addition to the verbs ligga, sitta, std, g and ta, also the verb vara (to be) can
be used in pseudocoordination with lexical verbs. It is primarily used to make telic
events atelic. Example 82 shows how the primarily resultative construction /4 nd-
got verb-ar (get something done by somebody else) is ‘imperfectivized” by the use of the
pseudocoordination with vara:

(82)  Han dr och fir sina tinder undersokra.
lit. He is and gets his teeth examined. (He is having his teeth examined.)



Chapter 11

Komma att

The verb komma in combination with the infinitive of a verb is primarily perceived
as a grammatical marker of the future tense, along with the auxiliary skola, though
their use is to a large extent mutually exclusive. Apart from expressing a certain kind
of future, the structure komma+infinitive has acquired a few more conventionalized
uses, which might have developed from the future meaning. This Section discusses
the use of the construction komma-+infinitive.

11.1 Future

There are three ways! to express future in Swedish, including komma+infinitive:

1. Using the present tense, possibly with a suitable temporal adverbial:

(83) Vi hittar den, det vet jag. (SAG)?
almost lit. We find it, I know that.

(84)  Snart sitter du ocksi bakom ett sadant hér skrivbord. (SAG)
lit. Soon you also sit behind such a desk.

2. Using the future marker skola (skall, ska): Skola with future meaning implies
that the event is going to happen and mostly that it is under the subject’s control
or that it has been decided by somebody else and the subject is going to follow
the other person’s will:

(85) 1 kvilll ska vi gd pa bio. (SAG)
lit. We shall go to the movies tonight.

'not including zinka, which expresses exclusively agentive human intentions like e.g. the English

verb intend
2Examples marked with ‘SAG’ come from [152].

125



126 CHAPTER 11. KOMMA ATT

(86)  Bickerna ska std i vardagsrummet. (SAG)
lit. 7he books will stand in the living room.

Occasionally it is used interchangeably with komma att, especially when the
speaker draws on an observation of regularities or some revelation:

(87) Att doma av naturens tecken skall vintern bli kall. (SAG)
lit. 7o judge from the natural signs, the winter will be cold.

3. Using the future marker komma att: When used as future marker, komma
att is in the present tense. Then it means that the mentioned event is going to
take place in the future. At the same time, it indicates the speaker’s certainty
on what he is asserting:

(88)  Flygplanet kommer att landa kl 3. (SAG)
The plane is expected to land at 3 oclock.

(89)  Triden kommer att vara s hir higa om fem dr. (SAG)
The trees are going to be this tall in 5 years.

(90)  Det kommer (kanske) att sitta en del studenter i salongen. (SAG)
There will (perhaps) be some students sitting in the lounge.

Unlike the ‘planning’ verb skola, komma att says nothing about the speaker’s
will or preference, even when it is used in the first person, referring back to the
speaker:

(91)  Jag kommer att sitta bland ihorarna nir du talar. (SAG)

(92)  1am going to be sitting in the audience while you are talking.

Here it rather indicates the speaker’s certainty, which follows from the speaker’s
knowledge of the situation or from indices the speaker has perceived and eval-
uated.

The recent years brought a variant of komma att without the infinitive parti-
cle, which is gradually spreading from spoken Swedish into the written form.
PAROLE found 178 hits, of which all 5 preterital hits and two present tense
hits were irrelevant. Two relevant infinitive and no supine? hits occurred. A
random search among extended concordances showed that komma-+infinitive
without a#¢ was used in direct speech (e.g. ‘spoken’ language) as well as in clearly
written-style contexts.

3Swedish uses a non-inflected form of the past participle to build the perfect past tense, which is
called ‘supinum’ by Swedish grammars.
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Fig. 11.1 shows the list of basic verb forms (i.e. infinitives without the infinitive
marker azt) in descending frequency order. Their distribution does not show
substantial differences from the collocate list that can be obtained for komma

with the infinitive marker azz.

lemma
p/n komma bliva
p/n komma vara
p/n komma fa
p/n komma oka
p/n komma ta
p/n komma goéra
p/n komma fortsatta
p/n komma se

p/n komma kunna
p/n komma klara
p/n komma ge

p/n komma finna
p/n komma uppgad
p/n komma sélja
p/n komma slappa
p/n komma handa
p/n komma ha

Showing page 1
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Figure 11.1: The most frequent verbs governed by komma without the infinitive
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marker 4t in PAROLE

Below are a few examples of komma without att:

(93)  Makt dr ndgot som alltid kommer finnas, och naturligtvis behovs den.
Power is something that is always going to exist, and of course it is necessary.

(94)

Komma att in the future meaning is not used in the past tense (when referring
back before the moment of the utterance, only sko/a is eligible) except when the
speaker wants to emphasize that the event was not planned (or the event is by

Vare sig om det dr Shockwave, Java eller vad som in kommer vinna, si
kommer vi se mycket mer av interaktivitet pd nitet.

Be it Shockwave, Java or whatever is going to win, we are going to face
much more interactivity in the net.
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its nature impossible to be planned, cf. Section 11.2). In that case it is always

governed by skola (skulle):

(95)

(96)

Han trodde att det skulle komma att vara flera invandrare nirvarande.
(SAG)

lit. He had believed that it should come to be more immigrants present.
He had believed that there would be more immigrants present.

N.N. skulle komma att bli virdens frimste tenor. (SAG)
lit. N.IN. should come to become the world’s leading tenor.
(= It so happened that N.N. has become world’s leading tenor.)

A combination with the skola-future tense is marginally possible (only two in-
stances were found in PAROLE, and one of them was also used in SAG):

97)

(98)

Man forvintar sig nu att den nya politiken ska komma att inledas med
[rigivningen av Mbeki. (SAG, PAROLE)

lit. One expects now that the new the policy will come to be started with
release of Mbeki.

The new policy is expected to start with the release of Mbeki.

Demonstrationen, som arrangerades av fackforeningsrorelsen, var en mas-
siv protest mot den borgerliga regeringens sparplaner som framfor alls, siger
man, ska komma att drabba den sociala vilfirden.

lit. 7he demonstration, which was organized by the Trade Union, was
a massive protest against the right-wing governments saving plans which
above all, it is being said, will come to affect the social welfare.

The demonstration, which was organized by the Trade Union, was a mas-
sive protest against the right-wing governments saving plans which above
all, it is being said, are going to affect the social welfare.

Om han ska komma att skjuta sig? var det di nigon som sade. (Intercorp)
lit. If he will come to shoot himself? was there anyway someone who said.

What if he happens to shoot himself dead? said someone finally.

What the three concordances have in common is reported speech introduced
by a verb of saying or a mental process, which SAG [152] does not comment
on. The working hypothesis was that skz is added to mark future since kom-
mer att is used as a non-volitionality marker and has lost its temporal meaning
(cf. Section 11.2, below), and hence to play down the asserting value of the
proposition by explicitly saying that the outcome is not known yet. Since PA-
ROLE and Intercorp delivered too sparse evidence, an additional search in the
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respective corpora within Konkordanser [151] was performed. Konkordanser
gave some 30 concordances. Given that Konkordanser currently comprises ap-
proximately 150 million tokens, this construction has proven fairly marginal.
It occurred mainly in the more recent press corpora, and it combined with the
following introducers:

e veta (know)

bero pi (depend)

tro (believe)

ridslan forloro for (fearlanxiety that)
hoppas (hope)

* undra (wonder)

Several more examples from Konkordanser:

(100)  Vad siger du? Likpredikan? —Ja, just sa, Charlotte. Har aldrig Charlotte
undrat over vad pristen ska komma att siga pa graven, di Charlotte dr
dod?
lit. What are you saying? Funeral oration? — Yes, exactly, Charlotte. Has
Charlotte never wondered about what the priest will come to say over the
grave when Charlotte is dead?

What are you saying? Funeral oration? — Yes, exactly, Charlotte. Has
Charlotte never wondered abour what the priest is going to say over the
grave when Charlotte is dead?

A number of other concordances corresponded to Examples 95 and 96 (above).
All of them were clearly in historical present.

(101) 1 denna forsta del skildras hur fem méin mats och slir sig ner i det som
senare ska komma att bli Stockholm.
The first volume depicts how five men meet and settle in a place that will
later come to be called Stockholm.

11.2 Accident, Coincidence

Komma att, when used in the past imperfect tense (preteritum) without skola, acquires

a non-temporal meaning indicating that an event happened unintended or by coin-

cidence® .

4“komma att ” ([152], Volume 4, p. 246)
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(102) Jag kom att limna boken pé bordet over natten. (SAG)
lit. 7 came to leave the book on the table over the night.
I happened to leave the book on the table over night.

The corpus examples®, however, suggest that kom att is also used to emphasize
a given event’s deviance from an expectation, which either might be the speaker’s
personal expectation, or a generally accepted norm. E.g. Example 103 clearly indi-
cates that for the speaker (or generally) it is not common to take part in a wedding
breakfast where the female participants have nothing on but underwear — which was
exactly what the ladies in question did since they felt concern for their dresses as the
breakfast was taking place outdoors on muddy ground. The context (a cheerful gath-
ering within the family and best friends) makes the moment understandable, but it
remains a startling picture anyway — which was probably the narrator’s intention. The
same applies to Example 104. Governments do not usually have official dinners in
someone’s kitchen — not even in Iceland, where both the events take place.

(103) ...madltiden kom att avnjutas i nitta sma dessouer. ..
lit. ...the meal came to be enjoyed in cute tiny underwear...
...the meal turned out to be enjoyed in cute tiny underwear....

(104)  Regeringsmiddagen, som kom att intréiffa i virt kik. ..
the government dinner that happened to take place in our kitchen

In combination with atelic predicates the construction kom att acquires a more
general inchoative meaning, which is motivated by the conception that the event was
not at all bound to take place.®

(105) Si kom han att beta Habermeier. (SAG)
So he came to be called Habermeier.

(106)  De dog [...] eftersom de kom att beundra sig sjilva for mycket i kampen.
lit. They died [...] because they came to admire themselves too much in the battle.
They died [...] because they could not resist preening during the battle.

Occasionally the coincidence/accident or non-volitionality can be projected onto
the infinitive or onto wh-clauses.

(107)  Att in en pressad situation komma att glomma ert namn kan hinda vem som
belst. (SAQG)
lit. 70 in a pressing situation come to forget a name can happen to anyone.
Anyone can happen to forget a name when under pressure.

>taken from Intercorp, cf. Chapter 15
¢“Eftersom komma innebir att handlingen ocksi kunde ha uteblivit, fir komma ‘rika’ ofta ingressiv
betydelse. Detta dr speciellt tydligt, nir den underordnade verbfrasen anger en oavgrinsad aktion.”

([152], Volume 4, p. 2406)
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(108) ...hur den andra delen av dtten kom atr stéilla sig. ..
lit. ... how the other part of the family came to react...
...how the other part of the family would react

11.3 A Contrastive Corpus Analysis of the Non-Future
Uses

11.3.1 Significant Collocates

Two corpora were searched for the simple past form of komma immediately followed
by art: PAROLE and a parallel corpus of Swedish and Czech (cf. Section 15.2).
Thanks to the morphosyntactic tagging, the PAROLE search could be narrowed down
to verb infinitives immediately following azz. PAROLE yielded 555 hits. The paral-
lel corpus (henceforth Intercorp) yielded 128 hits.” The top-ten in the distribution
of verb collocates immediately following the infinitive marker @## in PAROLE had a
significant overlap with the top-ten in Intercorp (see Fig. 11.2 and Fig. 11.3).

The top-ranking verbs in both corpora were tinka (to think) and bli (to become,
also regularly used as passive auxiliary). In neither corpus was 4/i normally used as
passive auxiliary (only two cases in Intercorp). Almost all uses of 4/i were copula
predicates. The number of occurrences decreased approximately by a double from the
third position, and then the decrease was continuous in both corpora.

The corpora had three other verbs in common within the top-ten: handla, fi
and Jigga. No significant similarities occurred below the twelfth position (sz in both
corpora). In the variation of the query with the perfect tense (kommit, the supine
form of komma), the top three were bli, kallas (to be called) and tinka in PAROLE,
which yielded 266 hits. The verb #inka was the only significant collocate of kommit
att in Intercorp (11 occurrences from 36 relevant hits). Other verbs had only 1-2
occurrences each.

The search results suggest a rather generalized distribution of the construction
komma att in the past form, where zinka seems to stand out as by far the most signif-
icant lexical-verb collocate. This observation will be discussed later in more detail.

11.3.2 Coincidence in Czech

A closer look at the parallel corpus reveals that the assumed expression of coinci-
dence/accident by komma att with other verbs than #inka has no universal Czech

7A beta-version of the software Paraconc [5] was used for the corpus searches. Paraconc uses its
own query syntax, which won’t be presented here. Instead, ParaConc queries, if made explicit, will
be presented in the Corpus Query Language (CQL) format used in PAROLE as well as in the Czech
SYN-corpora.
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equivalent. Unfortunately, the corpus did not contain enough Czech-to-Swedish
translations to give an idea of which Czech context features can make a Swedish trans-

lator decide to use komma att.

It is very common that neither a syntactic or morphological, nor a lexical transla-

tion equivalent of komma att can be traced in the Czech translations.

(109)

(110)

(111)

(112)

(113)

(114)

Vi kom att bli vinner for livet.
lic. We came to become friends for lifetime.
Stali se z nds prdtelé na Zivot a na smrt.

lit. Became of us friends on life and death.

...hur Isak kom att finna Karin. ..
lit. ...how Isak came to find Karin. ..
Jak Izdk nasel Karin. ..

lit. How Izdk found Karin. ..

... hans bida norska samtida kom att behirska den svenska scenen. ..

lit. ... his both Norwegian contemporaries came to dominate the Swedish scene. ..
...... Svédskou scénu ovlddli jeho dva norsti soucasnici. ..

lit. ...the Swedish scene (accusative) dominated his two Norwegian contempo-
raries.

Det var den kvillen Ruben kom att beritta om vad han [...] visste om judarnas
oden. ..

lit. 1t was that evening Ruben came to narrate about what he knew about the
Jews’ fates. ..

1oho velera Ruben vypriavél, co [...] védél o osudu Zidi. ..

lit. 7hat evening Ruben narrated what he knew about the fate of the Jews. ..

Hon kom for tidigt, bara nigon manad efter vigseln, och skammen kom att hiifta
vid henne genom uppvéixtiren.

lit. She arrived too early, just some month after the wedding, and the shame came
to stick to her through her young years.

Narodila se prilis brzy, jen néjaky mésic po svatbé, a hanba ji prondsledovala
béhem celého détstvi a dospivini.

lit. She was born too early, just some month after the wedding, and the shame
was haunting her through the entire childhood and youth.

Och jag kom att leva i en tid som inte erkinde sorgen. ..
lit. And I came to live in a time that did not recognize sorrow. ..
A jd jsem Zila v dobé, kterd smutek neuzndvala. ..
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lit. And I lived in a time that sorrow (accusative) did not recognize. ..

(115)  Hon stirrade pi Martin Beck med runda bli 6gon, som kom att se onaturlige stora
ut genom de tjocka glasen.
lit. She stared ar Martin Beck with round blue eyes, which came to look unnat-
urally large through the thick glasses.
Zirala na Martina Becka kulatyma modrjma oéima, které za tlustymi skly bryli
vypadaly neprirozené veliké.
lit. She stared ar Martin Beck with round blue eyes, which through the glasses of
thick spectacles looked unnaturally large.

(116)  Det som Eskil fick se nir de gick runt gjorde dock att han kom att indra sin
uppfatining i grunden.
lic. What Eskil got to see when they went around did nevertheless that he came ro
change his mind completely.
10, co Eskil vidél, kdyz vse spolu obchdzeli, zpiisobilo, Ze zménil od zdkladu své
minént.
What Eskil saw when (they) were going round together, caused that (he) completely
changed his mind.

As the examples show, the ‘no-Czech equivalent’ variant is not associated with a par-
ticular event structure of the given Swedish predicate. The examples show Swedish
predicates denoting transitions (b/; vinner), telic processes (finna, behirska, erkinna,
dndra sin uppfattning (in the sense of approve, accepr)), as well as states (bdfta, se ut).

When the nominal part of a copula predicate with 4/ is a noun, Czech has two op-
tions: the less agentive construction Y becomes of X and the regular X becomes Y, which
occurred more frequently in the corpus. No preference for the less agentive construc-
tion could be observed, but the data was too sparse to make a qualified judgement on
this issue.

However, there are also cases of lexical expression of the coincidence/accident fea-
ture represented in the corpus:

(117) ...for att han kom att hora ett telefonsamial.
lit. .. because he came to hear a phonecall.
... proto, Ze ndhodou zaslechl telefonni hovor.
lit. ... because he accidentally caught a phonecall.

(118)  Fredrika Bremer [...] kom att skriva sina forsta ansprikslosa noveller, nimligen
for att fi pengar. ..
lit. Fredrika Bremer [...] came to write her first easy-to-read tales, namely in
order to get money...
Fredrika Bremer [...] zalala psdt své prvé nendrocné povidky ¢isté ndhodou —
aby si opatiila penize...
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lic. Fredrika Bremer [...] started to write her first easy-to-read tales purely by
concidence — in order to get money. ..

In 117 there are two lexical indicators of coincidence: both the adverb accidentally
and the verb zaslechnout (to carch), which is a derivation of slyset (to hear), meaning
to catch accidentally by ear, perhaps just a part, not quite clearly, not from trustworthy
sources, etc.

Another option is for the Czech translation to use a different verb, which has per-
fective aspect, denotes a transition and focuses its accomplishment, while the original
Swedish verb denotes a process, to which komma att contributes the inchoativity
feature.

Example:

(119) ...ocksé det namnet pé planen som — mer eller mindye ironiskt — kom att anviin-
das i Lrael. ..
lit. ...also the name of the plan, which — more or less ironically — came to be used
in Israel. ..
Jméno pldanu se také vice & méné ironicky — ujalo v Izraeli. ..
lit. ...name of the plane took hold — more or less ironically — in Israel. ..

Sometimes komma att used in the past tense but related to the future is translated
by the Czech modal mit. This use of mir approximately corresponds to should/ought
to, but is perhaps closest to the German sollen, with which it shares the ambiguity
of moral obligation versus predestination or logical outcome in modality shifts. This
is astonishing, given that komma art in the past tense is expected to express coinci-
dence/accident:

(120)  Levertin var den forsta av judisk hirstamning som kom att inta en viktig plats i
svensk litteratur.
lit. Levertin was the first of Jewish origin who came to take an important position
in Swedish literature.
Levertin byl pronim spisovatelem Zidovského piivodu, ktery mél ve svédské liter-
ature zaujmout vyznamné misto.
lit. Levertin was the first writer of Jewish origin, who should in the Swedish
literature occupy an important position.

Such concordances are numerous in Intercorp. They remain interesting despite
the fact that they all originate from the same Swedish original (a textbook of Swedish
literary history) and they all were translated by the same Czech translator, who might
simply be wrong. Is there any sensible motivation for using 7¢/ (3rd person singular,
past, masculine) as a syntactic equivalent of kom att? Can kom att, primarily a coin-
cidence emphasizer, ever acquire the meaning of logical outcome/predestination? If
the answer should be ‘yes’, one hint can be hidden in the future use of komma atr.
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When used in the present tense (cf. Example 91), komma att expresses the speaker’s
certainty about the future, which follows from the speaker’s knowledge of the situation
or from the indices that the speaker has perceived and evaluated, and it says nothing
about the speaker’s plans or preferences for the future.®. The expression of future by
kommer att has thus a flavour of objectivity. The construction kom att (past tense)
refers to a future outcome, which is, nevertheless, past for both the speaker and the
listener, and therefore it is already known and in a way objectively existent. Hence,
the general implicature of kom att governing an event is that the event (or state) has
happened (or begun), which makes the entire statement true (cf. Example 101 and
also 95, 96). As a result, kom att helps even present a clearly evaluative statement
(e.g. Example 120) as an objective truth. That komma att can be used as a rhetoric trick
to increase the credibility of a statement appears far more likely than that a literature
textbook would say about one of the national classics that he ‘accidentally took an
important position in the Swedish literature’. The Czech formulation with the modal
mél itself is perfectly idiomatic and very common in this genre and context.

There is an interesting difference in the distribution of komma att in the perfect
tense (perfektum) and in the simple past tense (preteritum). The perfect tense vari-
ant is quite rare compared to the simple past tense variant in both PAROLE and
Intercorp. The perfect tense variant kommir att is apparently restricted to (or at least
preferred with):

¢ states and transitions

(121)  Efter Daytonavtalet histen 1995 har dock frontrapporterna kommit att
dndras.
lic. After the Dayton Treaty in autumn 1995 have yet the front reports
come to change.
(The reports are still coming and they change every time.)?

(122)  Stockholms Saxofonkvartett har alltmer kommit att framstd som en av de
ledande ensemblerna for nutida musik.
lit. Stockholms Saxofonkvartett has more and more come to appear as one
of the leading ensembles for contemporary music.
(It is becoming more and more clear that Stockholms Saxofonkvartett
is one of the leading ensembles specializing in contemporary music.)

8“Komma anger inte bara att den underordnade aktionen ir framtid utan att talaren si gott detta
later sig gora garanterar aktionens fakticitet. [...] Komma utsiger [...] ingenting om de deltagande
personernas beslut, overenskommelse eller planering utan anger bara en mer eller mindre siker prognos
eller kalkyl pa grundval av vad den som gor bedémningen har fr kunskaper om de faktorer som
paverkar aktionen (inklusive om egna och andras planeringar och ataganden) eller om upplysingar
som tyder pd att aktionen kan forutsigas. [...]. Inte sillan anger komma att talaren anser sig ha goda
skil att anta att aktionen kommer att d4ga rum.” ( [152], Volume 4, p. 244-245)

9The non-italics lines are not translations but only glosses or paraphrases.
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* passive verb forms with unexpressed agents

(123)

(124)

Denna insikt har senare kommit att kallas Lucas-kritiken.

lit. This insight has later come to be called Lucas-criticism.

(This insight was later called Lucas-criticism, but the term spread grad-
ually and it is still in use.)

Pi senare dr har en diskussion kommit att foras om maijliga intressekon-
flikter. ...

lic. In the recent years has a discussion come to be led about the possible
conflicts of interests. ..

(There were gradually more and more discussions and people became
more and more interested, and the discussion is still going on.)

* adverbials denoting time spans!®

(125)

(126)

(127)

Under flera decennier har sjukdomsbegreppet kommit att dominera som
[forklaringsmodell.

lit. For several decades has the notion of illness come to dominate as an
explanation model.

(For several decades has the notion of illness dominated as an explana-
tion model.)

Sé smaningom har glasnost ocksi kommit att innefatta det levande for-
Sflutna och en kritisk instillning till den vedertagna Brezjnevska [...] synen
pa historien.

lit. Gradually has glasnost also come to include the living past and a criti-
cal attitude towards the abandoned Brezhnjev-like conception of history.
(Glasnost has been increasingly including the living past etc., which
has been a continuous process.)

Med dren har hon kommir atr uppskatta Sverige.
lit. With the years has she come to appreciate Sweden.
(As the years go by, she appreciates Sweden more and more.)

* other modifiers expressing graduality (e.g. in extent)

(128)

Sedan dess har religionerna kommit att spela en allt mer politisk roll i
vérlden.
lit. Since then religions have come to play a more and more political role

Yidag (today) was used only in the sense of nowadays
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in the world.
(Nowadays the religions play a political role in the world, which was a
process that started long ago.)

(129) 1 dagens higteknologiska sambille har saker kommit att betyda allt mer.
lit. In today’s high-tech society have things come to mean more and more.
(In today’s high-tech society things are becoming more and more im-
portant.)

After finding a few occurrences of kommit att in Intercorp, PAROLE was queried
for the sequences

[lemma="ha”] [word="kommit”] [word="att”]
[lemma="ha”] [] {1,3} [word="kommit”] [word="att”] ,

which together yielded approximately 200 hits.

As the examples above show, verbs denoting processes were clearly found less of-
ten than verbs denoting states and transitions, and in most of these occurrences the
agents were inherently non-volitional (inanimate or at least non-human, mostly ab-
stract entities), or the verbs themselves were inherently non-agentive, as e.g. get the

insight.

(130)  Men nir de [gudstjinster och dogmer] blir sjilvindamal, som ménniskor skall
underordna sig, da har de kommit att skymma Gud.
lit. But when the worships and dogmas become an objective in their own right,
they start to put God in the shade.

(When the worships and dogmas become a self-purpose, they will start to
shade God.)

(131)  Och i fragor som rorde handel, tullar och skatt hade Kelderek snart kommit atr
mdrka att hans egen instinkt [...] var bra mycket sikrare in baronernas.
lit. And in the issues that related to trade, tolls and taxes had Kelderek soon come
to notice that his own instinct was far safer than the barons.
(It was becoming all clearer to Kelderek that he had a better instinct for trad-
ing, tolls and taxes than the barons.)

(132)  Sedan den stunden nir jag vinde mig om och sig Tuginda st bredvid baronens
grav har jag kommit att inse en méngd saker...
lit. Since that moment when I turned back and saw Tuginda stand beside the
baron’s grave have I come to understand a lot of things.
(Since that moment I started to understand a lot of things better and better.)

The sparse parallel corpus evidence suggests that it is the adverbials that affect the
Czech verb form rather than kommit at. The absence of any extra inchoativity marker
in the Czech translation is logical since the inchoativity feature is implicitly present in
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the imperfective present form in verbs that denote transitions or telic processes (like
Example 133), and it is irrelevant in atelic processes (134). The PAROLE examples
above (Examples 121-132) could mostly be translated to Czech using imperfective
verb forms and present tense, except the past perfect forms (hade kommit att).

(133)  Polisvisendet har visserligen under senare ar i allt hogre grad kommit att politis-
eras, samtidigt som kdren som sidan allt oftare utnyttjats i politiska syften.
lit. 7he police has certainly during the recent years to a growing extent come to
be politicized, at the same time that the corps are increasingly often abused for
political purposes.
....se policie &im ddl vic politizuje a zdroveri se shor jako takovy vyuzivd stdle vic
pro politické cile. ..
lit. 7he police is becoming more and more political and the corps as such are
increasingly more often abused for political purposes.

(134) ...den antihumanitira cynism som allt mer kommit att kinneteckna vad som
kallades Det Minskligare Sambiillet. ..
lit. ...the antibumanitarian cynism which [has] increasingly come to characterize
what was called The More Human Society. ..
... nehumdnni cynismus, kterym se stdle vic vyznacuje nase takzvand zlidsténd
spolecnost. ..
lit. ...the antibumanitarian cynism which increasingly characterizes our so-called
Humanized Society. ..

11.3.3 Kom att in Result Clauses

Komma atr also sometimes governs the predicates of result clauses, though marginally.
The comparison of the queries

[lemma!="bliva”& lemma!="vara” & word!="det” & word!=","]

[word="sd”] [word="att”] [] [tag="V@II.S” & lemma="komma”]
[word="att”]

VEersus

[word!="Inte”][lemma!="bliva”& lemma!="vara” & word!="det”

& word!=","] [word="sa”] [word="att”] [] [tag="V@II.S”
& lemma!="komma”]

showed that the result clause with komm att governing the predicate only occurred
9 times in PAROLE, which is approx. 8,5 times less frequently than the result clause
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without kom att (769 hits in PAROLE). To keep the number of concordances rea-
sonably low for the non-kom-att query, the search was narrowed down to exactly one
token between a#t and the finite verb. With the span expanded to 4 tokens, only 2
additional concordances with kom art were gained. Was the insertion of kom att in
result clauses just incidental, or could it have a reason? To get an idea, the PAROLE
query was complemented with an Intercorp query in order to retrieve Czech parallel
sentences.

The Intercorp query about sd azt yielded 5 relevant hits of result clauses in which
predicates were governed by kom att, which was just a tiny fraction of all sentences with
sé art. 'This finding corresponded to what PAROLE had revealed. The investigation
of the Czech translations (Swedish was the target language in all pairs) brought an
astonishing observation: two concordances with kom att were translated into Czech
as purpose clauses (zak, aby...),. That was very fascinating, considering that kom art
adds the semantic feature accident/coincidence. One would not expect a sentence
with this construction to be interpreted as a purpose clause, since a result that was
achieved on purpose is hardly coincidental! Unsuprisingly, the syntactic expression
of purpose by the subordinator for azr is incompatible with the coincidence marker
komma att in the subordinate clause, as has shown the PAROLE query

[word="for”] [word="att”] []{0,5} [lemma="komma”] [word="att”],

which gave no single relevant hit, and neither did a similar query in Intercorp.

The first possible explanation is that the Czech translator has simply overinter-
preted the original. However, the Czech translations sound idiomatic and make sense.
Given we know the outcome of a targeted action and given we positively know that
the outcome was desired, is the result automatically a purpose? Then the Swedish
result clause subordinator would be polysemous. Or is there a semantic distinction
between the same outcome expressed as a result, no matter whether wanted or not,
and as a purpose?

The hypothetical distinction between a good result and an achieved purpose is that
a purposeful activity is explicitly targeted towards the particular goal expressed by the
purpose clause, while a result might be recognized as good even though the preceding
activity leading to it must not have been consciously targeted at this particular goal.
On the other hand, the purpose clause does not explicitly state whether the goal in
question was achieved or not, while the result clause does. In practice, the speaker who
reports on a third person’s action, rarely knows whether or not the given volitional
action of the third person was consciously targeted at the given good outcome (which
is existent). This is exactly where a coincidence marker would fit!

As shown above, Czech does not have a syntactic means to express coincidence,
and therefore the Swedish coincidence marker gets often lost in translation. The Czech
speaker has two options for this case: either a result clause (facticity explicit, evalua-
tion supressed), or a purpose clause (evaluation explicit, factitity supressed). Hence,
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for a Czech speaker, the expression of a good outcome of a volitional activity that was
possibly but not evidently targeted specifically to this outcome, is a matter of focus.
The Swedish speaker, on the other hand, is not forced to make focus decisions at all,
but he has the additional option of playing down the implicit purposivity of ambigu-
ous result clauses by avoiding to make a statement about whether or not the good
outcome was consciously pursued by the action denoted by the main clause. Never-
theless, the use of kom att is — as is even evident from the statistics — by no means
obligatory.

The Intercorp concordances with English translations illustrate how differently the
Czech translators treated the ambiguous result clauses. The prototypical Czech pur-
posive construction is (tak)..., aby (so...as to), and the result construction is (zak...),
zelaz (so0...) that/as much. ... as to or takze (so that/such that).

(135)  Han flyttade stegen si att den kom att hinga titr bredvid fonstret
lit. He moved the ladder so that it came to hang tight beside the window.
He moved the ladder so that it was hanging immediately beside the window.
Premistil Zebiik tak, aby byl co nejblize okna.
He moved the ladder so as [it] be as close to the window as possible.

(136) Martin Beck vred sig i stolen si att han kom att sitta mitt emot henne.
Martin Beck turned in his chair so att he came to sit opposite ber.
Martin Beck turned in his chair so that he was sitting opposite ber.
Martin Beck se otocil v kiesle tak, aby sedél presné proti ni
Martin Beck turned in his chair so as to sit opposite to her

(137)  Nu var det si att brollopet forsiggick i ett tilt, och under regnandet hade marken
dirinne forvandlats till rena gyttjan, vilket fick bruden och ndgra av de mer
[frigjorda vininnorna att ta av skor och klinningar, si att maltiden kom att avn-
Jutas i ndtta smd dessouer. ..
lit. Now it was so that the wedding took place in a tent, and during the rain the
soil inside had turned into pure mud, which got the bride and some of the more
liberal girlfriends to take off the shoes and dresses, so that the meal came to be
enjoyed in cute tiny underwear.

10 primélo nevéstu a nékolik jejich svobodomysinéjsich kamarddek, aby si sundaly
strevice a roby, takze potom spokojené hodovaly v titérném pradélku.
That got the bride and some of her more liberal girlfriends to take off the shoes and

dresses, so that they enjoyed the meal in cute tiny underwear.

(138)  Hon drog upp benen si att fotterna i de stora gré raggsockorna kom att vila mot
kanten av fitiljsitsen.
lit. She pulled up her legs so that the feet in the big grey knitted socks came to rest
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(139)

at the edge of the armchair seat.

Skréila nohy, az se chodidly opirala o okraj kresla. ..

She pulled the feet as much that she was leaning with her feet against the edge of
the armchair seat.

Hon flyttade sig ett halvt steg si att hon kom att sti vind snett emot honom med
higra benet.

lit. She moved a half step so that she came to stand diagonally opposite him with
the right leg.

Udélala piilkrok kupredu, zastavila se sikmo pred nim s pravou nohou mezi jeho
nohama.

She made a half step forward, stopped diagonally in front of him with her right

Jfoot between bis feet.

The only feature the nine concordances evidently had in common was that the

respective contexts suggested that the result was possibly conceived as a satisfactory
state by the agent. The first thing to prove was whether any argument of the predicate
in the result clause was coreferential with an argument of the main clause predicate.
This has not proved necessary. Another thing to prove was the agentivity/volitionality
of the agent in the result clause. This was not necessary either. On the other hand, all

agents of the main clause predicates were human, and therefore agentive/volitional.
Unexpressed agents (see Example 143) are agentive/volitional by default. The PA-
ROLE examples below illustrate the possible combinations discussed, disregarding
the presence of kom att in the subordinate clause.

(140)

(141)

(142)

Ada Mason [...] tog hastigt pa sig mrs Ketterings klider, fiste nagra falska rod-
bruna lockar vid oronen och sminkade sig si att hon kom att likna henne si
mycket som mojligt.

Main clause: Agentive/volitional agent, controlled action.

Result clause: Agent coreferential with the main-clause agent, desired result.
Ada Mason hastily put on Mrs. Kettering’s clothes, attached some fake red curls
around her ears and made up her face so as to be as like her as possible.

Inifrin skruvade han upp en trilucka och fillde ut den si att den kom att bilda
ett litet bord eller en disk.

Main clause: Agentive/volitional agent, controlled action.

Result clause: Agent non-volitional, coreferential with the main-clause pa-
tient, desired result.

He screwed off a wooden desk from the port, and he placed it so that it resembled
a little table or a plate.

Syster Cilla [...] arrangerade rocken och filtar kring kroppen sé att ingen kom att
undra over dess nakenbet.
Main clause: Agentive/volitional agent, controlled action.
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Result clause: Agentive/volitional agent, not coreferential with any argument
of the main-clause predicate, no other argument coreferential with any other
main-clause predicate argument, desired result.

Sister Cilla arranged the coat and the blankets around the body [corpse] so that
nobody wondered about its nakedness.

(143)  Eftersom detta var oacceptabelt for testkonstruktorerna justerades testfrigorna si
att de kom atr ge samma medelvirde for bida konen.
Main clause: Unexpressed agentive/volitional agent, controlled action.
Result clause: Non-agentive/non-volitional agent, coreferential with the main-
clause predicate patient, desired result.

The evident preference for desirable events in the sd att — kom(mer) att construc-
tions might also have syntactic roots. In Swedish, the prototypical purpose clause is
introduced by the subordinator for att, followed by either a finite clause or an infini-
tive clause. Yet SAG names one case which might be the clue: for at may be replaced
by sd atr and the auxiliary skola when expressing a desire. SAG’s examples make it
more intelligible ([152], Volume 4, p. 126, footnote 2):

(144)  Han stillde sig i dorren si att hon skulle se honom.
He placed himself into the door so that she could see him.

PAROLE has yielded 258 matches for the query
[word="sad”] [word="att”] []{1,5} [word="skulle”]

and they all appear to render purpose, in accordance with the footnote in SAG.
The structure

[word="sa”] [word="att”] []{1,5} [word="kom”] [word="att”]

thus can also be an interference from the s4 att — skola structure.

11.3.4 Czech Equivalents of komma att tinka

So far, only the widely generalized uses of komma att have been discussed. However,
the prominent position of the verb #inka in the collocate list suggests that something
specific to this particular word may be going on here: the corpus evidence shows that
it is systematically translated as napadnout (something occurs to someone), uvédomit si
(to realize), and, most often, as vgpomenout si (vecall, remember), although the verb
tinka would be normally translated into Czech as mysler. 'The fact that, when in
the construction with komma att it is regularly being translated by verbs completely
different from myslet, the first-choice equivalent of #inka, along with the significant
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difference in cooccurrence frequency between zinka and other collocates of komma
att, suggests that the employment of kom att is the predominant means of modifying
event structure in the particular case of #zinka. This has lexicographical consequences.
It definitely ought to be noted under the lemmas vzpomenour si, the impersonal 7a-
padnout and under the lemma uvédomit si in a Czech-Swedish lexicon, and it should
not be missing under the lemma #nka in a Swedish-Czech lexicon.

Example:

(145) ...att jag fortfarande langt efterir borjade stamma och gjorde stavfel nir jag kom
att tinka pai det.
lit. ... that I even much later started to stutter and made spelling mistakes
when(ever) I came to think of it.
...2e dlouho jesté kdyz jsem si na to vzpomenul, tak jsem z toho koktal a délal
pravopisny chyby
that I even long afterwards started to stammer and make spelling errors whenever

[ recalled it.

'The combination of tinka and aldrig (never) triggers the perfect tense of komma
att. Jag har aldrig kommit att tinka pé det (I have never thought of it or sooner It never
occurred to me) has probably become a lexicalized phrase.
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word Freq

komattbli 71

kom att tdnka 54

kom att kallas 20

kom att handla 17
kom att spela 13
komattfa 10

kom att stanna 9

kom att ligga 7

kom att 4gna 6

kom att tillhéra 6
kom att betyda 6
komattstda 5

kom att omfatta 5

kom att kdnna 5

kom att hamna 5
komattgda 5

kom att bilda 5

kom attvara 4

kom att utvecklas 4
kom atttala 4

kom att paverka 4

kom att praglas 4

kom att pragla 4

kom att personifiera 4
kom att markera 4
kom att leda 4

kom att dominera 4
kom attvila 3

kom att verka 3
komattta 3

kom att méta 3

kom att likna 3

kom attleva 3

kom att intressera 3
kom att innehalla 3
kom attingd 3

kom att géra 3
komattge 3

kom att folja 3

kom att framsta 3

Figure 11.2: The most frequent verbs governed by the simple past tense of komma
with the infinitive marker 2z in PAROLE
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26  20.3125% tanka
12 9.3750% bli
3.9063% fa
2.3438% inta
2.3438% utdva
1.5625% fungera
1.5625% fasta
1.5625% handla
1.5625% ligga
1.5625% mer
1.5625% minnas
1.5625% sta
0.7813% anvandas
0.7813% avlagsna
0.7813% avlosa
0.7813% avnjutas
0.7813% begripa
0.7813% beharska
0.7813% benamna
0.7813% beratta
0.7813% bestammas
0.7813% besta
0.7813% beundra
0.7813% bilda
0.7813% den
0.7813% deras
0.7813% det
0.7813% dominera
0.7813% dra
0.7813% ersatta
0.7813% finna
0.7813% fora
0.7813% forsta
0.7813% foralska
0.7813% han
0.7813% hedlund
0.7813% hjélpa
0.7813% héafta
0.7813% hanga
0.7813% hora

6]

PRRPRPPPPPPPRPPPPPPRPPPPPPPPPRPEPPEPEINNMNNMNNMNNNN®W®

Figure 11.3: The most frequent verbs governed by the simple past tense of komma
with the infinitive marker az# in the parallel corpus
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Chapter 12

Hilla pa ...

12.1 Valency Patterns

The verb hdlla enriched with the particle pa is known to have grammaticalized uses. It
has three valency patterns, in which the lexical verb is represented by the hypothetical
verb verba (to verb):

1. X haller pa med Y (Y = noun) (lit. X holds on with Y')
2. X hiller pi (med) att verb-a (lit. X holds on (with) to verb)

3. X hiller pa och verb-ar (lit. X holds on and verb-s)

12.2 X héller pa med Y

The first use is a lexical one, with a very broad sense of 0 be busy with, to be engaged
in etc. It often replaces a more specific verb. A few examples from PAROLE give an
impression of how unspecific the verb hdlla pi med Y can be:

(146) Han holl pa med idrott.
He went in for sports.

(147)  Han holl pa med sin nya visa.
He was composing his new song.

(148)  Och det dir ingen som hdller pa med narkotika lingre heller, va?
And theres nobody who takes drugs any more, is there?

(149)  Mamma héller pa med lunchen.
Mum is busy cooking lunch.

147



148 CHAPTER 12. HALLA PA ...

This use is most likely the cognitive source for the grammaticalized use of hdlla pa
in combination with a verbal clause. The patterns X hdller pi (med) att verb-a and X
héller pa och verb-ar are sometimes interchangeable. The latter construction is more
recent (yet dating back to the 18th century, as noted by Pihlstrom [128]) and it was
regarded as a less formal stylistic variant of the former until the late sixties. However,
Pihlstrom pointed out cases that show a clear semantic distinction. Eleven years later,
SAG [152] associated each form with a different grammatical meaning, though noting
cases in which the two constructions are still partly interchangeable. Here the two
constructions will be also treated separately.

12.3 X haller pi (med) att verb-a

The primary grammatical meaning of X hdller pi (med) atr verb-a is progressive. Its
use as a progressive is restricted to verbs denoting processes (i.e. neither transitions
nor states):

(150) Jag héller pa att lira dom gilla min musik.
I am teaching them to like my music.

(151)  En ny rutin hdller pa att etableras.
A new routine is being established.

(152)  *Boken hdller pa att ligga pai bordet.
The book is lying on the table.

(153)  *Chefen haller pa att avgi.

The boss is resigning.

Concordances from PAROLE show that the preposition med (with) is on the verge
of disappearing from this pattern. The 9 (!) concordances indicate restriction to hu-
man agentive subjects (also observed by SAG) and verbs denoting processes in un-
bounded events:

(154)  ndn full jivel holl pa med att skjuta tindstickor mot hogtalarna i taket

some drunken git was shooting matches at the loudspeakers in the ceiling

(155)  Rolf Nygren har héllit pa med att silja EMI:s musik i 21 ar.
Rolf Nygren has been selling EMI's music for 21 years.

(156)  Nir alla satt sig ner och som bist holl pa med att ita och dricka foll det en sten
pd granntomten.
When everyone had sat down and they were in the middle of eating and drinking,
a stone fell onto the neighborss lot.

'These examples have been taken from SAG.
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This restrictive tendency moves its semantics back, closer to the apparent source
X héller pé med Y (Y = noun)* as described above. However, it is still able to carry
out the functions of a grammatical construction like discourse backgrounding (which
proves the last example sentence).

The variant X héller pé att verb-a is the predominant one. It has two grammatical
meanings:

1. progressivity

2. tendentiality.

12.4 Progressivity

The progressive use approximately corresponds to the English gerund ro be verb-ing. It
is used for backgrounding events in the discourse and to indicate ongoing processes.
Unlike the English gerund it is unacceptable with verbs denoting states and with
verbs denoting transitions (see above). The progressive meaning is only activated in
combination with atelic verbs. The combination with telic verbs yields the tendential
meaning (see below). It can be used together with verbs in passive.

The progressive meaning can be rendered by X hiller pi att verb-a as well as by the
coordinated construction X hdller pa och verb-ar. Pihlstrom observed speakers’ pref-
erence for the coordinated construction, even though it had not yet been accepted
as standard in the 80’s. SAG does not comment on the respective variants’ stylistic
values but adds the same observation. According to SAG, some speakers even make a
sharp semantic distinction between the two variants in that they exclusively associate
X hiller pi att verb-a with tendentiality and X hdller pi och verb-ar with progressivity.
However, SAG mentions another tendency that goes against this semantic distinction:
the coordinated construction is strongly preferred with animate agentive subjects al-
though it is still considered odd with inanimate non-agentive subjects:

(157)  Klimatet hdller pa att bli varmare.
’Klimatet haller pa och blir varmare.
The climate is becoming warmer.

PAROLE contains only 118 instances of X héller pa och verb-ar, out of which
indeed only one’s subject is inanimate (a computer) but it is agentive:

(158)  och att en dator nu holl pa och smilte svaren.
and that then a computer was digesting (i.e. processing) the answers.

2Pihlstrom [128] infers this path of development from the entry in SAOB [132].
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Progressivity marking is typical in telic verbal clauses in the past tense when the
context indicates that the described event was prevented from reaching the expected
terminal point ([152], p. 340):

(159)  Karin holl pa att tviitta hdret men blev avbruten.
?Karin tviittade haret men blev avbruten.
Karin was washing her hair but was interrupted.

12.5 Progressivity Hides Constancy

Interestingly, the construction hdlla pi och as well as hélla pi art (though less fre-
quently) appears to acquire the meaning constantly (which is a sort of contrary of
both progressivity and tendentiality).

The parallel corpus has yielded one spectacular example. It is the Swedish trans-
lation of a text originally written by B. Hrabal in very colloquial Czech:

(160)  proto se taky nds fardr musel v jednom tahu modlit, aby nebyl tak zlej. ..
dirfor mdste ocksd vir prést hilla pa och be stup i ett, si att han inte skulle
vara sd elak ...
and thats why our priest had to be praying all the time in order not to be so
evil...

The Swedish idiom stup i etz is perfectly equivalent to the Czech v jednom tahu.
However, the translator added the Adlla pi construction partly to emphasize that the
priest had been praying constantly or very often, but also as an indication of colloquial
register?.

More sentences containing at combination of hdlla pi and atelic verbs were sought
in PAROLE, which might be bearing the semantic component of constancy. No un-
ambiguous declarative sentence in the past tense has been found that would be accept-
able without a disambiguating adverbial. Most hits (approx. 30) were propositions
with low factitity?, i.e. negative sentences, sometimes with the imperative ska (should,
ought to), questions, and infinitives.

All the instances from PAROLE seem to be quotations of direct speech or free
indirect speech’, which suggests that this use of hilla pa is still confined to spoken
language. Exceptions will be discussed below.

¥This assumption was confirmed by the translator in personal communication [84].

4 (See 5.3, Fig. 5.1).

*Wikipedia (http://en.wikipedia.org): “Free indirect speech (or free indirect discourse or free
indirect style) is a style of third person narration which has some of the characteristics of direct speech.
Passages written using free indirect speech are often ambiguous as to whether they convey the views of
the narrator or of the character the narrator is describing. Free indirect speech is contrasted with direct
speech and indirect speech.”
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Here are a few sentences from PAROLE in which Adlla pi could be substituted
with hela tiden (all the time):

(161) [ princip tyckte hon det verkade botten atr hdlla pa och knega mellan nio och
fem .

Basically she meant that it appeared miserable to keep working from nine to five.

(162)  Ni ska inte hélla pa och larva er sadir, for jag har ingenting att skimmas for.
You are not supposed to keep acting like this because I have nothing to be ashamed
of

(163)  Men i lingden si kan vi ju inte héilla pa att bara forsvara oss.

But for a longer time we can’t just keep defending ourselves.

(164)  Ar det slut? — Det vet jag inte heller. Varfor ska du halla pa och friga si dir?
Is that the end? — I don’t know, either. Why do you keep interrogating me like
this?

(165)  Men jag tyckte det var lika bra att vara kvar och inte hdlla pa att brika.
But I meant the best thing to do was to stay there and not to keep fighting.

PAROLE yields just one instance of a positive declarative sentence in the present
tense, and, in this particular case, hdlla pd was disambiguated by temporal adverbials
in the close context (cf. Example 160):

(166)  “Det var alltid bara som du inbillade dig.” “Du fornekar det fortfarande. Der
dr otroligt.” “Det dr otroligt att du fortfarande héller pa och dltar det. Jag
gillade henne aldrig.”

“You had just been fancying it”. “You still keep denying it. Its incredible”. “Its
incredible that you still keep agonizing over that. I never liked her.”

How is it that a progressive construction has acquired just the opposite meaning?
The progressive hilla pd is the default interpretation of hdlla pi with atelic verbs.
It appears in positive as well as in negative declarative clauses, questions etc., in all
tenses. On the other hand, the ‘constancy’ hdlla pi seems to almost exclusively appear
in negations, questions and infinitives (this is at least what the corpus evidence says).
It is negation that gives a clue for the semantic change. In a negated progressive
sentence, it is not just a single moment of the given event that is negated, but it is the
entire event. For instance, the sentence De hiller pi att brika (They are fighting) focuses
just one moment in the ongoing action. The same goes for the progressive aspect as
a discourse backgrounder: De holl pi att brika nér jag kom (They were just fighting
when I arrived). However, the negation of the sentence predicate says that the entire
event does not take place (at the moment of reference), not that a single moment of
the event does not take place at the moment of reference. This is best perceived in
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the imperative; for instance, by saying: Don't be doing, the speaker necessarily means:
“Stop doing that you have been doing just long enough to annoy me”. Implicitly, the
event really must have been taking place.

Nevertheless, the relation between progressivity and facticity also works the other
way round: when the ‘constancy’ hdlla pd is employed in a negative imperative with
an event, it suggests that the given event is actually taking place and should be stopped
6. In written language, the reader naturally has no way to decide whether the given
event is just taking place or not. By employing the ‘constancy’ hdlla pi the speaker
adds some kind of asserting modality.

A search in Google returned a few additional interesting examples.

(167) Vi ska inte hdlla pa och keynesianskt forsoka mota konjunkturer. Vi ska bygga
en robust arbetsmarknad
och en stabil privat konsumtion som biigge ska klara att anpassa sig till chocker. 7
We are not supposed to be reaching for conjunctures in a Keynesian fashion. We
are supposed to build a robust labour market. . ..

(168)  De latinamerikanska, asiatiska och afrikanska staterna ska inte hdlla pa ochblanda
sig i USA'’s och Europas affirer hela tiden!® The Southamerican, Asian and
African states should not permanently get involved in the USAs and Europes

affairs!

The speakers in these examples virtually underspecify the actual event(s). What
they do instead is label them with expressions that are evaluative, with clear (here
negative) connotations: reach for conjuncturalisms instead of building a solid labour
market, get involved in someone elses affairs without being invited.

SAccording to [84], the authentic sentence

(1) Jag har sett som min uppgift att Gvertyga mitt eget folk om att vi inte kan hilla pa och fortrycka ett
annat folk.
1 have considered it to be my task to convince my own nation that we cannot keep suppressing another
nation.

really assumes that the suppressing is taking place. It would be unacceptable to say

(2)  *..att vi inte kan hilla pa och fortrycka ett annat folk genom att birja bygga jarnvigar pé deras
mark.
*...that we cannot keep suppressing another nation by starting to build railways in their territory.

’Quoted from Google, 2006-09-19, URL<http://forum.svt.se/jive/svt/
report.jspa?message]D=84154>.

8Quoted from Google, 2006-09-19,
URL<debatt.passagen.se/show.fcgi?category=3500000000000014&conference....>.



12.6. TENDENTIALITY 153

Another notable thing with these examples is that the ‘constancy’ hdlla pi can be
used with general statements (indicated by man (one) and en...som (a...which)®

(169)  En sida som riktar sig till barn och ungdomar ska inte hilla pa och gora reklam
[for pornografs, siger Mats Albinsson pé Réidda Barnens hotline.*®
A homepage targeted at kids is not supposed to be advertizing pornography, says
Mats Albinsson at the Rescue Kids hotline.

(170)  Man ska inte hélla pé och hetsa mot folkgrupper.'!
One should not incite hatred for particular groups of people.

The transition of the progressive hdlla pa into a ‘constant’ hdlla pa is a good exam-
ple of a not yet completed context-induced reinterpretation (see Section 3.5.2, p. 34).
The focal sense A is clearly progressivity. The conversational implicature associated
with A is X is happening at the time of reference’. Constancy is the non-focal sense B.
The conversational implicature associated with B is X has been happening to the time
of reference’. The corpus evidence suggests that the sense B is still bound to contexts
where ambiguity is not likely to arise (negative statements, infinitives, questions and
declarative clauses with disambiguating adverbials).

12.6 Tendentiality

When used with telic verbal clauses to mark tendentiality, only the variant hdlla pa art
(never including med) is used. Tendentiality in the present tense means that a telic
event is taking place and is nearing completion [152], p. 335:

(171)  Allt slammet héller pa att rinna ut i bicken. Vi maste gora nigor
All the mud is about to flow out into the pond. We have ro do something!

Used in the past tense, the construction can be ambiguous when no contextual
clues are given. Beside the meaning ‘taking place and nearing completion’ it is often
used to indicate that an event almost but not completely reached its terminal point
(typically due to an interruption) ([152], p. 335):

9NB: No evidence of this generalized use in spoken language could be found as there is no publicly
available corpus of spoken Swedish. Similatly, in written English don’t go doing something can be used
regardless of whether the mentioned event is taking place at the given moment or not, at least with
general statements. A random look at Google returned a homepage advising children how to prevent
insect bites and stings: Don’t go annoying ants by stomping on their nests. (Quoted 2006-09-17 from
URL<http://www.cyh.com/HealthTopics/Health TopicDetailsKids.
aspx?p=335&np=2858id=1707>.) This contrasts with Don’t go on doing something, which necessarily
implies an ongoing process.

1%Quoted from Google, 2006-09-19, URL<www.tiger.se/blog/archives/
2004/03/23/index.html >.

Quoted from Google, 2006-09-19, URL<www.{ritext.se/hets.html — 5k>.
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(172)  Bertil holl pa att vattna ihjil mina blommor.
lit. Bertil had almost watered my flowers to death.

Sometimes the underspecified context only focuses on the final stage of the event
which precedes its completion (the example comes from SAG):

(173)  Han holl pa att tomma brunnen (nér de kom). (SAG)
He had almost emptied the well when they arrived.

(174)  Fan, det var tur ..., sa Olle . — Vada? — Sig du inte? Den hill pé att sitta.
Damn it, what a luck..., Olle said. — What? — Didnt you see? It was already
getting there. (the hockey puck into the goal)

The ambiguity is especially typical of events that can be conceptualized both as a
telic process and as a transition:

(175)  Patienten holl pa art do. (SAG)
The patient was dying.
The patient almost died.

Some typical examples of the sense ‘something nearly happened’ from PAROLE
follow:

(176)  Jag holl pa att ta bussen hiromdan men bestimde mig for att ga istillet.
I nearly took the bus the other day but then I decided to walk instead.

(177)  Hon héll pa att ropa : det finns ett badrum till, men svalde orden av ndgon sorts
skamkdnsla.
She almost exclaimed: Theres another bathroom here, but a sort of shyness made
her remain silent.

(178)  Ext riskfyllt steg som holl pa att leda till inbirdeskrig 1990, nir emiratet Sharja
ville legalisera alkohol.
A risky step, which nearly resulted in civil war in 1990 when the emirate Sharja
wanted to legalize alcohol.

(179)  Det finns inte en enda skylt som talar om att manga barn ror sig hir. Min dotter
holl pa att bli pikord hiromdagen.
There is not a single sign saying that there are many kids around here. My daughter
was almost hit by a car the other day.



Chapter 13

Pseudo-coordinations with ligga, sitta,
sta

SAG names the lexical verbs sitta (to sit), ligga (to lie), std (to stand), komma (to come),
24 (to go) and ra (o take) as the constituting members of ‘pseudo-coordinations’ (psez-

dosamordning, [152], pp. 335f.) with other lexical verbs, conjuncted by och (and):

(180)  Han sitter och liser.
lit. He sits and reads.
He is reading.

These verbs are named together with the copula verb vara (o be) :

(181)  Han dir och fir sina tinder undersokra.(SAG)
lit. He is and has bis teeth examined.
He is having his teeth examined.

Viberg [161] uses the term periphrastic progressive for the coordinated construction
with g4, but this seems somewhat underspecified. Therefore either the literal trans-
lation of pseudosamordning — pseudo-coordination, or coordinated construction will be
used, in accordance with SAG. The construction hdlla pé och verb-a is also a pseudo-
coordination (examples see Chapter 12).

The three spatial verbs (sitta, ligga and std) have also been named by Pihlstrém
[128] as progressivity markers along with hdlla pi. PAROLE as well as the paral-
lel corpus was searched to investigate the degree of their grammaticalization and the
semantic components activated in the respective concordances.

When determining the degree of grammaticalization, the following assumptions
were made:

1. Progressivity is generally associated with location (cf. [75]). Thus the semantic
component primarily activated in the grammaticalized uses of the three spa-
tial verbs /igga, sitta and std will be the one 'to be located somewhere’. This use

155
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(unlike the verticality/horizontality opposition) normally requires a locative ad-
verbial:

(182)  *En katt satt. *There was a cat sitting.

(183)  En katt satt pd mattan.
There was a cat sitting on the mat.

If a grammatically well-formed sentence with a coordination contains a locative
adverbial, it is interesting to see whether the locative adverbial is governed by
the first verb or by the entire pseudo-coordination. When the locative adverbial
immediately follows the first verb (the spatial verb), followed by och and the
second verb, it is apparently governed only by the first verb':

(184)  Hon stod pi balkongen och rikte.
She was standing on the balcony, smoking.

There is no reason to call this type of combination a pseudo-coordination, as the
surface syntax suggests that it is a regular coordination of two predicates. The
first predicate, being used in the ‘to be located somewhere’ sense, has a com-
plete valency frame and does not seem to be undergoing any semantic change.
When, on the other hand, the locative adverbial is apparently governed by the
entire coordination, being placed after the second verb, its use can be more
grammaticalized than if the locative adverbial is governed only by the first verb,
which is the reason why this sort of coordinations is called a pseudo-coordination.

Moreover, in the ’to be located somewhere’ component, progressivity can also
be anchored in the ‘movement block’ component of sz, ligga, sitta.* A sentence

like 185

(185)  Eller fattade de inte, att han stod och gjorde sig rolig?
lit. Or did they not figure that he stood and kidded?.
Or did they not figure out that he was kidding?

apparently does not require any location adverbial. Therefore sentences lacking
location adverbials found in PAROLE comprise potentially many grammati-
calized uses and they will be paid special attention here.

UThe adverbs Air (here), déir (there), nu (now) and da (then), when used as deictic markers, make an
exception. Cf. Section 13.4
2Semantic components of /igga, sitta and std have been thoroughly analysed by Jakobsson [71].
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2. To show that the meaning of the first verb has become generalized, spatial verbs
should be able to occur in pseudo-coordination with verbs denoting events for
which spatial orientation is irrelevant, or even with verbs denoting events that
themselves imply a different spatial orientation. However, in the latter case it
must be clear from the context that the spatial verb is really not being used to
indicate an unusual spatial orientation of the subject (as would be the case with

e.g. he was standing and sleeping).

3. Another piece of evidence for generalized use is a subject that is not stereo-
typically associated with spatial orientation, typically an abstract entity. The
opposition animate/inanimate does not really seem to show the generalization
since all three spatial verbs are normally used with inanimate concrete subjects
(though sizta only to a limited extent).?

4. Grammaticalized pseudo-coordinations are expected to be found in sentences
with low facticity (cf. Section 12.5).

Corpus queries (below) have shown that pseudo-coordinated constructions with
sitta, ligga and std do not have as generalized distribution as hdlla pi. On the other
hand, they can be used as progressivity markers with verbs denoting states and tran-
sitions, which Adlla pi cannot.

13.1 The Profile of X star och verb-ar in PAROLE

PAROLE returned 776 instances of st with a morphologically congruent lexical verb
separated by och. (This query consisted only of the uninterrupted sequence std och
verb-a.)

The Word Sketch for verb coordinations (see Section 15.3) displays the following

groups of verbs as the most typical collocates of sz och:
* verbs of seeing
* verbs of speaking
* verbs of waiting

Seeing as well as speaking are human activitites typically associated with standing
or sitting®.

3Sitta with inanimate subjects requires a location adverbial as it is only used with inanimate subjects
in the sense ‘to be fastened somewhere’.

4The Word Sketch for sitta returns a very similar result: the first 20 most significant collocates of
sitta are typically verbs of perception (seeing and listening), verbs of speaking and verbs of cognition (zo
think, to meditate), as well as verbs denoting typical sitting activities like sewing, eating and drinking,
reading. Like with sz, waiting lies second with sizza.
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The Word Sketch for szdin PAROLE contains a few apparent idiomatic expressions
or frozen collocations, which are counterexamples of generalized use:

* std och stampa:

(186)

...1 en tid ndr den japanska ekonomin stir och stampar.
...in a time when the Japanese economy is stuck.

* std och falla:

(187)

... tidningen stdr och faller med lisarnas intresse.
...the newspaper depends on the readers interest.

* std och viga:

(188)

(189)

(190)

Det dir klart att Masters dr roligare om det ir tvi spelare som det stir och
viiger mellan.

Obviously The Masters is more fun when there are two players to be de-
cided between.

Det stir och véiger just nu, siger Patrick Englund . Pengarna i Schweiz
eller den utbildning jag piabirjat hir hemma.

Right now it depends, says Patrick Englund. The money in Switzerland
or the education I have started here at home.

Det stod och viigde en bit in pi upplopper men klassige Sleepwalker hade
de bista krafterna till sluz. ..

The final meters were going to decide for a while, but the excellent Sleep-
walker [horse] had finally more power. ..

* std och dra/sméaputtralsvilla:

(191)

(192)

(193)

Lit det hela st och dra i kylskipet minst 1 timme.
Let it [the meal] stand in the refrigerator at least for 1 hour.

Lat smeten std och svéilla 15 minuter.

Let the dough expand for 15 minutes.

... blir soppan bara godare ju lingre den fir sta och smaputtra
....the soup becomes all the better the longer it can simmer
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The inspection of all 776 concordances returned three more collocations of this
type: a door or a window can ‘stand and flap’ in the wind, old useless stuff can
‘stand/lie and be trash’ and people who are not so sick that they are only able to
lie down can ‘stand and go’

(194) ...tak sjunker, rutor dr trasiga , en dorr stir och slér.
...the roofs are sinking, the window panes are broken, a door is slamming.

(195)  Har du en gammal radio- eller TV-apparat som stér och skripar, si tag kontakt
med Radiomuseet.
If you have an old radio or a TV that stands in your way, you should contact
the Broadcasting Museum.

(196)  Pid var sida om honom stod fem eller sex slavpojkar — alla [...] som hade krafter
att std och ga.
On each side of him stood five or six young male slaves — all of whom could stand
on their feet.

The pseudo-coordination szd och verb-a was found a few times with telic verbal
clauses, resulting in an iterative meaning, e.g.:

(197)  Alla som stitt och kastat pi en vakande fisk vet att den inte hugger pd vad som
helst.
Everybody who has ever been casting for a fish that is awake knows that it would
not bite into just anything.

It can even be used with verbs denoting transitions, to emphasize the process and
to neutralize the inherent terminal point of the event in question:

(198)  den nya mjolken utanfor dorren hade stitr och surnat.
the fresh milk in front of the door had been going sour.

Unlike hdlla pa att, neither std och nor ligga och in the sense ‘it nearly happened’
was found in the concordances.

Out of a random sample of 100 instances (a subset of the 776), 75 lacked loca-
tional adverbials. A closer analysis revealed that this sz was rather the opposite of 7
go than to 10 sit or to lie, which suggests that the movement-blocking anchoring is a
very commonly activated semantic component.

Typical instances of activated movement-blocking follow:

(199)  Med spelad nonchalans sparkar hon med fotterna mot trottoarkanten. — Har
kan vi inte std och ruttna bort.
Withfeigned nonchalance she kicks the edge of the kerb: We can’t be rotting bere.
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(200)  Det kostar pengar att lita taxin std och vinta.
It costs money to have the cab wait.

(201)  den kloke gubbe, som stod och sa att min mors plotsliga dod var forutbestimd.
the clever man who was asserting that my Mother’s sudden death was not an
accident.

The movement-blocking szi combines with four sorts of verbal collocates:

1. verbs denoting activities typically associated with standing, e.g.:

(202) Minga kvinnor satt vid symaskinen eller stod och strok.
Many women were sitting at sewing machines or were ironing.

2. verbs typically associated with standing or sitting. The speaker either knows the
relevant position or he infers the most stereotypical one for the given context:

(203)  Nu vill hon inte ens sti och vinta pa hissen tillsammans med honom.
Now she would even hate to be waiting for the lift with him beside her.

(204)  Det dir en skin avkoppling att sitta och vinta pa att fisken ska nappa.
It is a pleasant relaxation to be (sitting and) waiting for the fish to be
caught.

Even if we do not know anything about what the building looks like in the first
sentence, we would guess that there are no chairs in front of the lift, since the
stereotype is that one is standing when waiting for a lift. On the other hand,
fishermen are typically sitting when waiting for fish to get caught.

3. verbs denoting events for which spatial information is irrelevant (even though
it is known or it could be inferred from the context):

(205)  Kyrkans roll har i detta lige blivit att std och bjuda ut sin religion
In this situation the church’s role had become to keep promoting their reli-
gion

(206)  Eller fattade de inte, att han stod och gjorde sig rolig?
lit. Or did they not figure that he stood and kidded?.
Or did they not figure that he kept on kidding?
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(207)  Skdims inte, Friulein! Varfor stir ni och skims?
Don’t be shy, miss! Why are you shy?

(208)  Vad stir du och tinker pa?
What are you thinking about?

4. verbs denoting events that themselves imply a certain spatial orientation which
is apparently incompatible with the one provided by the spatial verb:

(209)  Och kommer inte att tinka pa det forrin alla utestingda rejvare stir och
dansar precis dir jag vill dansa.
And it won’t occur to [me] until all the ravers outside are dancing exactly
on the spot where I want ro dance.

(210)  Nir doktorn kom stod jag och hoppade i singen for att fi in luft i lungorna
When the doctor arrived I was jumping up and down on my bed to get some
air into my lungs

Sometimes a preference for szd or sitta or ligga results from activating a more
subtle component of the given verb’s stereotypical image, which has to do with
the ‘movement-block’ sense. e.g. #0 sit and to0 stand with human subjects is
often associated with laziness, resignation, lack of enterpreneurial spirit or a
temporary inability to react:

(211)  Jag dr glad att du inte bara sitter och véintar pa att hon ska ringa
1 am pleased that you don’t just sit and wait for her to give you a call

(212)  Nir ndgon gér mig pd nerverna , bara stir och glor si dr eller stirrar snett
kan han fi en orfil eller négot .
lic. When someone irritates me, just stands and stares so or looks down at
me, he may get a blow or something.

Standing as well as lying is possibly associated with things being untouched by
human hand (i.e. unused)) for a long time:

(213)  Det visar sig att kranen i badrummet ovanpd har stitt och droppat och att
vattnet runnit ner genom den trasiga badrumsmattan.
It becomes obvious that the tap in the bathroom upstairs has been leaking
and water has been running down through the worn-out bathroom mat.
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(214)  Applena ska inte behéva ligga och ruttna pa filten lingre.
The apples should not be rotting on the fields any more.

Constancy in std och verb-a

Unfortunately PAROLE returns too little evidence of negative imperative clauses and
questions with the pseudo-coordination with sz4 to make it possible to decide whether
this construction has the same ‘constantivizing’ power as hdlla pd, though some few
instances suggest that it possibly could:

(215)  Eller fattade de inte, att han stod och gjorde sig rolig?
lit. Or did they not figure that he stood and kidded?.
Or did they not figure that he kept on kidding?

(216) Med spelad nonchalans sparkar hon med fotterna mot trottoarkanten. — Hir
kan vi inte std och ruttna bort.
With feigned nonchalance she kicks the edge of the kerb: We can’t be rotting here.

(217)  Men hon kunde ju inte sti och kamma sej hela natten . — Hej , sa hon igen och
klev in i vardagsrummet.
But she couldn’t anyway keep brushing her hair all night. — Hi, she said again

and entered the living room.

Also, in std och verb-a when used as illustrated in 215, 216, and 217, the se-
mantic component activated is most likely the ‘movement block’. The predominance
of the movement-block component resembles in a remarkable way the progressivity-
constancy shift described with Adlla pi — cf. Section 12.5.

13.2 The Profile of X sitter och verb-ar in PAROLE

There are 922 instances of pseudo-coordination in PAROLE (uninterrupted sentence).
Predictably, all of them have human (incl. institutions) or at least animate subjects
(a butterfly and birds, in total just two concordances). They form neither idiomatic
expressions nor frozen collocations as sz does, except perhaps sitta och hinga®. The
list of the most typical collocates given by the Word Sketch shows a balanced distri-
bution of sitta among verbs denoting events stereotypically associated with sitting like
handicrafts, eating, drinking, listening to music, talking, performance watching etc.

>sitta och hinga or even sti och héinga is an emphatic variant of dnga, in the sense of spending time
in one place doing nothing. Typically, a youth is hanging around in a pub or at a railway station, etc.
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Unlike szd, PAROLE yielded no verbs that would denote events in which incom-
patible spatial orientation would have to be integrated. A tentative search in Google
gave about 6 000 occurrences of sazt och dkte. The human agents were typically sitting
in cars, driving. Example 218 even indicates that the emphasized semantic compo-
nent of the event of driving was constancy (i.e. the ride took a long time) rather than
progressivity, Cf. Section 12.5):

(218)  Efter racer slingde jag mig i bilen och satt och dkte hela vigen ner till Schweiz.®
lit. After the race I hopped into the car and sat and drove all way down to Switzer-
land.

After the race I hopped into the car and kept driving all way south to Switzerland.

Another verb apparently semantically incompatible with sizza tested in Google was
hoppa. Google returned about 2000 instances:

(219)  Jag satt och hoppade pa stolen i ren nervositet!”
lit. 7 sat and hopped in my chair of genuine nervosizy.
L was hopping in my chair of genuine nervosity.

A few PAROLE concordances comprise verbs denoting events for which spatial
orientation is irrelevant:

(220)  Du behiver inte sitta och tro att jag inte gor det.
lit. You don’t have to sit and believe that I don’.

(221)  Du sitter och vet allting ...
lit. You sit and know everything. ..

13.3 'The Profile of X ligger och verb-ar in PAROLE

The uninterrupted sequence ligga och verb-a was found in PAROLE 258 times. The
most typical verbal collocates of ligga are sova (to sleep, 37 occurrences), flyta (to flow,
12 occurrences) and lyssna (to listen, 9 occurrences).

Out of the three spatial verbs /igga is most commonly used with non-human sub-
jects. Some verbs that ranked high in the Word Sketch for /igga are typically used with
non-human subjects: flyza (o flow) — 2nd, skripa (o be somewhere as trash) — 3rd, gro
(to sprout) — 4th, ruttna (to rot) — Gth.

Ligga is most typically used with atelic verbal phrases to mark progressivity:

¢quoted from Google, 2006-09-23, URL<www.powerbar-europe.com — 25k>
7quoted from Google, 2006-09-23, URL <typtrettio.blogs.se/2006/02/ — 61k>
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(222)  De flesta av de omkomna var mdin som lig och sov vid kollisionen.
Most victims were men who had been sleeping at the moment of the collision.

(223)  alla viskor och byxor som lig och skripade pd binkarna
all the bags and pants that had been lying as trash on the banks

Some contexts indicate constancy (see Section 12.5):

(224)  Nu har vi kirt en tuff serie, har bra tempo och Dackarna har ju legat och firt
stryk hela dret, siger Tommy Rander till GP .
Now we [a sports team] have completed a tough series, we have a good rhytm while
Dackarna [another sports team] have been getting licked for a year, says Tommy

Rander for GP

(225)  Idén till den showen har legat och grott i tvi dr och nu funderar Nicklas redan
pa nsta dromprojekt.
The idea of the show has been sprouting for two years and now Nicklas is already
thinking of the next dream project.

(226)  Applena ska inte behéva ligga och ruttna pa filten lingre.
The apples should not be rotting on the fields any more.

Used with telic verb phrases, the pseudo-coordination seems to be neutralizing
the inherent terminal point of the event:

(227)  Medan han lig och dterhimztade sig, vilade han ogonen pi Lauritz giva.
While he was recovering, he kept looking at the present from Lauritz.

(228)  Man kinde det som om man lig och tog upp plats for en massa andra som ville
leva men blev livsfarligt sjuka dnda.
One felt oneself to be taking the place of many others who wanted to live but
became seriously ill anyway.

The verb ligga, when used with human subjects, is used in contexts typically associ-
ated with horizontal position: sleeping, listening to music/rain drops in bed, sighing
and weeping alone at night etc. No instances were found in PAROLE where the
second verb would denote an event that itself is associated with a different spatial ori-
entation. Example 224 only shows a somewhat metaphorical expression of a team’s
long-lasting bad results by the stereotypical picture of a kid lying on the father’s knees
being whipped.
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13.4 Deictic Markers in Pseudo-coordinations

Pseudo-coordinations, mainly in direct speech, are optionally emphasized by the de-

ictic adverbs nu (now), héiir (here), and dir (there), di (then):

(229)  Men hir stir vi och pratar och jag ber dej inte ens stiga fram och sitta — du dr vil
hungrig kan jag tro?
lit. But here we stand and chat and I don’t even ask you to come in and sit down
— you must be hungry, aren’t you?

(230)  Nu stdr du och drommer igen, brukade flickorna reta mej.
lit. Now you stand and dream again, the girls used to tease me.

(231)  Hon dr elak ! Och dir stir hon och vill att jag ska forsti henne.
lit. She is evil! And there she stands and wants that I shall understand bher.

(232)  Nej hir sitter jag och pratar en massa om mig sjilv. ..
Oh no, I keep talking [too much] about myself...

The usage of deictic markers in Swedish spatial pseudo-coordinations deserves
one additional remark related to Czech: spoken Czech can make use of pseudo-
coordinations with /igga, sitta and std, too. The insertion of a deictic locative adverb
(tady and tam — here and there) is also extremely frequent. However, in Czech the
deictic markers are even frequently used with simplex verbs, which is not acceptable

in Swedish:

(233) Ty tady vyspdvds, zatimco jd musim pracovat!
lic. You here sleep while I have to work!

(234)  Du ligger och sover medan jag far arbeta!
Hiir/Nu ligger du och sover medan jag fir arbeta!
*Du sover hir medan jag far arbeta!

The locative anchor in progressive meanings is evident in Swedish as well as in
Czech, yet the deictic markers in Swedish seem to be only a supplement of progressive
constructions. Czech speakers have to learn this to avoid errors in Swedish language
production.

The following example comes from the Swedish translation of a text by Bohumil
Hrabal. The Swedish translator preserved the deictic marker Aere but had to place the
verb in a pseudo-coordination with sitta.’

8The lexical verbs skotacit and prata strunt are not equivalent. The translator either used a different
text version, or he was simply wrong. The Czech verb skozadir means 1o frisk, while the Swedish verb
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(235)  ajd tady v sedumdesdti letech s vami skotacim, jak cisar se Sratovou. ..
och hér sitter jag sjutti dr gammal och pratar strunt med er, precis som kejsarn
med Schrattskan. ..
and here I go, 70 years old, dancing/chatting with you, like the Emperor with the

Schrattwoman. . .

In the examples of Czech translations from Swedish originals the spatial verbs are
missing, since they are not obligatorily used with deictic markers in Czech.

(236) A ty mi tady budes vyklddat néco o domové diichodcii?
Och du kommer hit och talar om dlderdomshem.
And you are talking to me about an old people’s home?

(237)  Poslys, co mé tady zpovidds o vécech, které snad vsichni vime.
Hor nu, varfor star du hir och fragar om saker som vi allesammans ver?
Listen, why are you questioning me about things we all are familiar with?

This is another hint for translations from Swedish to Czech: spatial pseudo-coordinations
are probably used less frequently in Czech than they are in Swedish. A longer trans-
lation from Swedish into Czech, in which all spatial pseudo-coordinations were liter-
ally translated, would possibly raise the native speaker’s attention, even if there had
occurred no instances of (Swedish) second verbs denoting events incompatible with
the spatial orientation expressed by the first verb or spatially irrelevant events. Even
Swedish combinations of a spatial verb and a second verb for which the spatial ori-
entation expressed by the first verb is typical can have various equivalents in Czech.
Pseudo-coordinations are often replaced by deictic markers and manifold marked im-
perfectivizing verb derivations (e.g. spdt (o sleep) — vyspdvat (approx. to be outsleeping)),
or even just by using an unmarked imperfective verb form.

A search in the Czech National Corpus (SYN2000) revealed that pseudo-coordinations
are frequent mainly in colloquial Czech, but no cases of two semantically incom-
patible verbs in pseudo-coordination have been observed. However, a more detailed
study of this issue would require creating a subcorpus by eliminating translations from
SYN2000 and comparing matches of the following queries:

1. deictic markers — lexical verb — & (and) — lexical verb
2. no deictic marker — lexical verb — a (and) — lexical verb

3. deictic markers — lexical verb — no 4 (and) — no verb

prata strunt means to talk bullshit. Speaking as a social act, like in a conversation, is intuitively associated
with sitting, and that is why sitting has formed the pseudo-coordination. Nevertheless, the lacking
correspondence of these two lexical verbs in these two parallel texts does not invalidate the legacy of
this general observation!
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The first verbs in pseudo-coordinations would not be confined to just sedér (ro
sit), stdt (to stand) and leZet (to lie) since they can be replaced with colloquial variants
(e.g. drepét), which are likely to occur. As the queries are very general, the processing of
the concordances would be very time-consuming. Relating deictic markers to pseudo-
coordinations in Czech and a quantitative comparison of their frequencies in Czech
and Swedish goes beyond the scope of this thesis.
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Chapter 14

Pseudo-coordinations with za

The verb za (to take) is normally (i.e. in its most cognitively salient use) a transitive verb.
Changes in the prototypical valency frame may suggest possible semantic changes
indicating the process of grammaticalization in the verb zz. The assumption is that
ta keeps its original transitive valency frame in regular predicate coordinations, but
that it possibly can become intransitive when used to modify the event structure of
another verb, with which it creates a pseudocoordination.

1. The verb 74 has an object and the second verb has another object.

(238)  grupper som tar gisslan och utovar utpressning
groups that take the hostage and exploit him

2. 'The verb 7a has an object which is obviously not shared by the second verb.

(239)  Hon tog brickan och gick uppfor trappan.
She took the tray and went upstairs.

3. The verb 7 has an object and the second verb formally has a direct object but
the object of the second verb actually refers to the direct object of the first verb.

(240)  jag tog badrumsmattan och la den i badkaret.
1 rook the bathroom mat and laid it into the bath tub.

4. 'The verb za as well as the second verb have a generalized direct subject.!

(241)  en formdga att ta och ge.
an ability to take and to give.

I'This is actually a subset of 3.

169
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A second verb and the verb # in coordination form a grammaticalized pseudo-
coordination when:

1. Neither the verb 72 nor the second verb governs any direct object.

(242)  Nej, nu mdste jag nog ta och ga, sa si Ulla och sig bekymrat pa sin klocka.
lit. No, now I must well take and go, ...
Oh no, I certainly have to be leaving now, Ulla said and took a worried
look at her watch.

2. 'The second verb governs a direct object which is not shared by the verb 7.

(243)  Jag fir ta och ringa dom.
lit. 7 have to take and phone them.
1 have to give them a call.

(244)  Ska vi inte ta och ligga 0ss?
lit. Should we not take and lay us?
Shouldn’t we go to bed now?

(245)  Det ska jag faktiskt ta och friga honom om.
lit. 7hat will I actually take and ask him aboust.
This is actually what I will ask him about.

Some contexts can be ambiguous as to whether the direct object is governed by
the second verb or by the entire pseudo-coordination?:

(246)  Jag ska ta och linda foten.
lit. 7 will take and wrap the foot.

(247)  Har, ta och stoppa den [lax] i kylen!
lic. Here, take and put it [salmon] in the fridge!

14.1 'The Profile of X tar och verb-ar in PAROLE

There are 96 occurrences of 1 and verb-a in PAROLE, of which approx. 12 were ruled
out as irrelevant (mostly the 7z och ge examples and 74 as a light verb in coordination
with another predicate). Most of the relevant hits were direct speech or free indirect
speech, which suggests that this construction is still rather colloquial.

It typically occurs with telic events®.

?This occured approx. 5 times in PAROLE, i.e. in 20% of cases

3processes as well as transitions
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(248)  Skulle du inte ta och sitta dig?
Won't you sit down?

(249)  Man borjar fundera pa om man inte skulle ta och hyra Den lilla sjojungfrun pa
video.
One starts to think about whether one shouldn’t get The Little Mermaid hired on
video.

The pseudo-coordination ta och verb-a also bears a distinct flavour of sudden or
spontaneous intentionality.

(250) ... men jag som dr sé délig i gympa far vl ta och bli nigot annat.
...but as I am so bad at sports [ will have to become something else [i.e., not a
sports teacher].

Sometimes the lexical verb denotes a prototypically non-intentional event (e.g., a
transition as b/7, see 250), or the agent can be non-volitional. PAROLE even yielded
one concordance with a non-human agent (251):

(251)  Och handlarn bara borrade in sina grisogon i hans, han kinde hur det tog och
vred om, tills allting borjade snurra. Han hade glomt bort vad han skulle kipa!
lit. .... he felt how it took and twisted until everything started to buzz. ...

And the storekeeper just drilled his grass-coloured eyes into his; he felt how the
world came to twist until everything was buzzing. He had forgotten what he was
going to buy!
1 och vrida in combination with a non-volitional agent in Example 251 empha-
sizes the sudden beginning of the event.
Verbs that denote atelic events are also acceptable in the pseudocoordination with
ta, but they are far less frequent (3 in PAROLE). They express the beginning of an
atelic event.

(252)  Om man skulle ta och folja efter nigon pa kul.
If one should start to follow a person just for fun.

(253)  Om man skulle ta och stida...
If one should start to tidy up. ..

(254)  Nej, ska vi inte ta och prata om nit annat.
No, shouldn’t we start to talk about something else. ..

14.2 Czech Equivalents

Most typically, the pseudo-coordination has no explicit Czech counterpart with telic
events. Similarly to the pseudo-coordinations with ligga, sitta and std, ta och verb-a
occurs in the Swedish translation of a colloquial text.
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(255)

(256)

(257)

(258)

CHAPTER 14. PSEUDO-COORDINATIONS WITH TA

Vi mite Cas, tak pojedete s moji panickou na nddrazi
hej! har ni tid si ta och ik med min fru till stationen
You have time, so you will take my wife to the station

a podepiste revers

ta och skriv under en revers

and sign the declaration

vyberte si tam lepsi snéni, jo?

ni kan vil ta och vilja ut en bittre drom?
will you please select another dream?

mi poseptala u gramofonu na Zofz’né, pijdeme spolu na rande
... viskade till mej vid grammofonen, vi tar och stammer triff
She whispered into my ear at the grampohone at Zofin: we will have a date

12 och verb-a with an atelic (or at least not unambiguously telic) event triggers
perfective verb form in Czech translation.

(259)

Vi ska kanske ta och studera vinnen Eriksson lite ndrmare
Asi bychom si méli trochu zblizka posvitit na piitele Erikssona
We should perhaps take a closer look at our friend Eriksson.
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Chapter 15

Preparatory Work

15.1 Organizing Lexical Sources and Tools

Lexicographers typically point out routine being one of the most distinctive features
of their work. The aim of the present study is to leave the Swe-VALLEX/PNL lexicons
just on the verge of becoming such an efficient routine. However, an efficient routine
arises from a painstaking adjustment of the working conditions [4]. Without a com-
fortable access to data and a reasonable pre-sorting of concordances it would be hard
to adequately reflect the linguistic issues discussed in the previous sections. Therefore
this entire section is dedicated to the corpus acquisition and corpus adjustment.

Despite its technical focus, this section can be regarded as somewhat ‘crypto-
linguistic’. Surprisingly much linguistic reasoning is hidden between the lines of script
files, which seek to make the subsequent lexicographical routine

* comprehensive

o fast

...and reproducible in the best possible way.

15.2 Preparing the Corpora

Using corpora in one or the other way! has become a standard in dictionary making.
The following corpora were eligible to work with:

* PAROLE [121] — Swedish monolingual corpus with automatic morphosyntac-
tic tagging, not lemmatized. Size: Approx. 19,000,000 tokens.

"We will not go into differences between ‘corpus-based’ and ‘corpus-oriented’ work.
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» SUC [35] — Swedish monolingual corpus with manual morphosyntactic tag-
ging and lemmatization. Size: 1,000,000 tokens.

* SYN 2005 [33] — Czech monolingual corpus with automatic morphological
tagging and lemmatization. Size: more than 100,000,000 tokens.

* Intercorp [70] — a set of nearly 30 parallel corpora with Czech as the pivot
language. It is still under construction, currently with approx. 25,000,000 to-
kens. The Czech-Swedish pair comprises about 2,000,000 tokens. No tagging
or lemmatization is provided for this language pair.

At the beginning of this work in 2005, the parallel Swedish-Czech corpus Intercorp
was very embryonic and too small to deliver any linguistic evidence. However, with its
current 2,000,000 tokens it yields interesting hits, which inspire further explorations
of the large monolingual corpora PAROLE and SYN2005.

The most important corpus to work with has been PAROLE from the very begin-
ning. Initially it was only accessible online on the web
(http://spraakbanken.gu.se/parole). Later it became available for downloading. SUC
was possible to download right away, but it was too small compared to PAROLE
and no browser was attached to it. Therefore PAROLE was preferred. The download
permission 2003 and its kind hosting by the Institute of the Czech National Cor-
pus (Faculty of Arts, Charles University) enabled searching PAROLE with the corpus
manager BONITO [142]. Yet the real breakthrough in exploiting PAROLE came in
2004, thanks to the collaboration with Pavel Rychly (Faculty of Informatics, Masaryk
University, Brno), who declared himself ready to host PAROLE in Brno and to make
it browsable with his new version of BONITO, in which the Word Sketch Engine
[78] had recently been integrated.

15.3 Word Sketch Engine and Collocation Analysis

The Word Sketch Engine (sometimes just called ‘Sketch Engine’) is a tool for pre-
liminary concordance sorting. The Word Sketch Engine generates Word Sketches.
Word Sketches are ‘one-page automatic, corpus-based summaries of a word’s gram-
matical and collocational behaviour’ [78]. They were first used in the production of
the Macmillan English Dictionary [38] to speed up the lexicographer’s work by pre-
liminary sorting of concordances according to their collocational salience, which was
examined with respect to various grammatical relations between the keyword and its
potential collocates. To give an example from [78]: when the word pray is queried,
the Sketch Engine will look for prepositions that it precedes and for words that most
typically follow these prepositions in combination with pray. Moreover, it will look
for adverbs that most typically occur together with pray, etc. It will return the results



15.4. ADJUSTING THE WORD SKETCH ENGINE FOR PAROLE 177

in form of a table where the items (collocates) are clickable. Thanks to this feature,
the user can have a quick look at only those concordances that contain the given col-
locate the user had clicked on in the table. Besides Word Sketches, the Sketch Engine
provides the user with additional functions like Thesaurus and Sketch Differences.
For more information see e.g. [78].

The Word Sketch Engine is not the very first collocation sorter invented. The
huge half-billion corpus of modern written German, built at the Institute for German
Language in Mannheim, Germany, has had a built-in automatic collocation analysis
since 1995 [7], which has, however, never been explicitly offered for use with other
corpora.

15.4 Adjusting the Word Sketch Engine for PAROLE

To be able to use the Sketch Engine with a particular corpus, the corpus must have a
specific format. Each word must be on its own line, followed by its tag and its lemma.
It is strongly recommended to have the corpus lemmatized since the statistical tools
inside the Sketch Engine have been designed to operate with lemmas, not word forms.
The Sketch Engine itself does not support lemmatizing.

When the corpus is prepared in an input format appropriate for the Sketch Engine,
the Sketch Engine must acquire the knowledge of syntactic relations within sentences.
This is to be done by computing ‘gramrels’, grammatical relations. The procedure will
be briefly commented below.

15.4.1 Lemmatization

In 2005 and 2006, no existing Swedish-made lemmatizers were possible to obtain
due to unclear legal conditions, nor were any electronic lexicons available?. The last
resort was creating a make-do rule-based lemmatizer for the Sketch Engine. This was
only enabled by the collaboration with Jan Pomikalek (FI MU, Brno), who wrote the
initial lines of the sed script and the entire complementary Perl script. It was also
him who performed the final evaluation of the results on SUC. This section presents
the basic features of LEMPAS, our rule-based lemmatizer for the Swedish PAROLE
corpus [27].

The linguistic task to be processed by the Sketch Engine only required the lemma-
tization of nouns and finite verbs. Besides, we added a fuzzy lemmatization of adjec-
tives; i.e. we lemmatized only tokens with the following tags: NC.* (common nouns),

2A very precise statistical lemmatizer (94,72% accuracy) had existed [52], though unpublished, and
thus undetectable. It could only have been found by Google search as ‘tagger’, but with no hint to the
lemmatizing feature.
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A* (adjectives and participles) and V.* except V@S.* and V@M.* (verbs except im-
peratives and conjunctives). We also systematically ignored numbers (M.*), proper
nouns (NP*), pronouns (P*) and adverbs (R.*).

LEMPAS comprises a sed script and a complementary Perl script. The sed script
gathered related inflection forms, while the Perl script corrected the pre-lemmas to
comply with headwords. The lemmatization is tag-dependent. We used a simple
regular expressions syntax to build the basic lemmatization rules. This made the im-
plementation straightforward enough to be performed by a linguist with very limited
computer skills.

The Sed Script
The data of the PAROLE corpus to be processed with the Sketch Engine had the

following structure: one token per line, followed by a tag separated by a tab. A lemma
string was to be inserted in between. For example, the token katterna (‘cats-the’)
would have looked like katterna NCUPN@DS and would be replaced by katterna katt
NCUPN@DS. The “find-replace” sed-structure hosts linguistic rules that decompose
the “word form” string into segments to be preserved, omitted or modified in the
“lemma” string, which is newly created by the replacement. The next sections describe
the linguistic rules in more detail.

Rules for Nouns

The script groups the rules approximately according to declension types as listed by
Nylund and Holm [112]. Many declensions go across genders; therefore genders can
only be read from tags.

Many declensions contain an additional rule that affects the indefinite singular.
This rule chopped off the last character from stems ending with -e. As the rules for
definite singulars and both plurals were unable to determine whether the lemma was
supposed to end with -¢ or not, we decided to pretend that Swedish had no words
ending with -¢, even in derivation affixes like -else. Due to this rule, the word szavelse
got the lemma stavels in all forms. Table 15.1 lists some examples of the basic rules
for nouns.

The rules for genitives are identical with the rules for nominatives except for the -s
added to the respective endings and G replacing N at the case position. We neglected
words ending with -s, -z, and -x, which do not attach -s in the genitive. We assume that
genitives of such words would mainly occur in proper nouns, which lemmatization
ignores in general.

On the other hand, we paid attention to types of common nouns that do not fit
the basic rules.

One of the important rule restrictions was applied to nouns whose plural forms
and definite singular form in neuters follow a stem /, 7 or 7, which is neither duplicate
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Table 15.1: Examples of lemmatization rules for nouns

ending tag rule example

—an NCUSN@DS —n deletion flickan — flicka

—or NCUPN@IS  —or deletion, a-addition flickor — flicka

—ar, —er NCUPN@IS  —ar, —er deletion katter — katt, stolar — stol

—en NCUSN@DS —en deletion katten — katt, stolen — stol
—[iouy6ddln NCNPN@IS —n deletion hjirtan — hjirta, méten — mote
—[iouyodd]t NCNSN@DS -t deletion hjirtat — hjirta, métet — mote
-n NCNPN@DS -—n deletion husen — huse

—et NCNSN@DS —et deletion huset — hus

—[iouyodd]ln NSUSN@DS -—n deletion byran — byra

(stillet — stiille) nor preceded by a vowel (signaler — signal): muskler, morkret. These
nouns have usually dropped their e in the indefinite singular: muskel, miorker. We
have thereby ignored words that originally had no ¢ in their stem. So far we have
found and listed the counterexamples moln, karl, kirl, sorl, porl, regn, ugn, agn, vagn,
logn, stygn, lugn and dygn. We also listed the noun morgon (plural morgnar).

We add an 7 to lemmas with the singular definite ending —mlen, —mlet: himlen —
himmel, skramlet — skrammel. We also add an m to lemmas with the —ar plural endings
following an  that is neither duplicate (dammar — damm) nor preceded by a vowel
(kramar — kram): kamrar — kammare (somrar — sommar is listed). This rule ignores
nouns ending with —mer in the singular indefinite as the plural forms of these nouns
(glimmer, flimmer, bekymmer) only occurred as tagging errors. Another m-rule chops
off m in neuters in which the definite endings follow a double m (hemmer — hem,
programmet — program). Only suggesting the /, 7, m, n subtypes, this text does not
list rules for all inflection forms, though they are present in the script.

Another problematic group of nouns were loan neuters with —er ending in plural,
which can have two different suffixes in singular: —ium vs. —eri, e.g. podier — podium
vs. skafferier — skafferi. Our rules were able to correctly lemmatize nouns ending with
—orier, —arier and —eer. The types mysterier — mysterium and podier — podium could
not be distinguished by rules and were therefore processed by the Perl script. There
was a similar problem with plural uters ending with -ier (serier — serie vs. harmonier
— harmoni vs. historier — historia vs. irakier — irakier). To a certain extent, these
types have also been resolved by the Perl script.
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Table 15.2: Examples of lemmatization rules for verbs

ending tag rule example

—ar V@IPAS —r deletion klarar — klara

—er V@IPAS —r deletion, —a insertion liser — lisa

—[6dioudy]r V@IPAS —r deletion Syr — sy, tror — tro
Rules for Verbs

Irregular, modal and auxiliary verb forms have been listed. Conjunctives and impera-
tives have been ignored by lists as well as by rules. Examples of rules for present active
forms of regular verbs are given in Tab. 15.2.

The rules for deponential forms are almost identical with the rules for active forms,
just an —s suffix follows the conjugated form. We only consider the —s sufhix, and
disregard the alternative —es suffix.

Rules for Adjectives

The tagsets of both PAROLE and SUC regard participles as a subset of adjectives.
The present participle forms differ only in case (nominative vs. genitive) and the
nominative is the lemma (e.g. asylsokandes — asylsokande, oberoendes — oberoende).
Nominative forms were copied into the lemma and —s was deleted from the genitives.

The lemma of a perfect participle is the indefinite singular uter nominative (e.g. avk-
larade — avklarad) as is found in adjectives. Perfect participles of irregular verbs acquire
different endings than those of regular verbs. The genitive is marked by the —s suffix.
Rules are set for all genders (incl. masculine), both numbers, and for both definite
and indefinite forms. They cover the following types: klarad, berird, kipt, ansedd,
bruten, vilkommen.

Rules for adjectives include gradation, itemizing the commonest irregular forms,
and seeking to cover systematic stem changes like the noun rules.

The Perl Script

As mentioned above, some of the rules only produce pre-lemmas rather than real
lemmas. To fix this, we used a simple Perl script for postprocessing. The script operates
in two steps. In the first step, the whole corpus is read and a set of dictionaries is built
of words meeting certain conditions. Then the corpus is gone through again and some
of the lemmas are modified according to the dictionaries.

The following strategy is used when building the dictionaries:

if word ends with ending and its tag equals to zag then
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Table 15.3: Rules for building dictionaries

dict # ending tag delete-ending example

1 —e NC.SN@IS —e moéte, add mot

2 —ia NCUSN@IS -a historia, add histor
3 —um  NCNSN@IS -um podium, add podi
4 —ier NCUSN@IS —er irakier, add irak

5 —are NCNSN@IS -—are likare, add lik

add the word to the dictionary with the delete-ending deleted

The values of the parameters for each of the dictionaries are listed in Tab. 15.3. The
rules for modifying lemmas according to the dictionaries include:

if pre-lemma in dict; and tag matches NCU/SPJ[NG]@[ID]S then

lemma := pre-lemma + —

if pre-lemma in dict, and tag matches NCN/SPJ[NG]@[ID]S then

lemma := pre-lemma + —um

if word ends with —arna and tag=NCUPN@DS and word base in dict; then

lemma := word base + —are

if word ends with —arnas and tag=NCUPG@DS and word base in dict; then

lemma := word base + —are

if pre-lemma in dicty and tag matches NCU/SPJ[NG]@[ID]S then

lemma := pre-lemma + —er

Example. The e-climinating sed rule lemmatizes the singular indefinite nominative
noun mate as mot, which unifies it with the inflected forms maétet, maotes, motets, méten,
maotens, motena, motenas, which all have been lemmatized as mét by the basic rules.
The Perl script detects the difference between the word string and the lemma string in
the indefinite nominative singular (mdte NCNSN@IS mdt) and includes mot in the
dictionary as case;. Then it searches all of the tokens for this string in the lemma
and groups the relevant ones under the case;-parameter. Finally, the lemmas of all
inflection forms of the word madte get —e attached, i.e. the lemma is corrected in all
inflection forms.

The Perl script can neither resolve homonymous forms nor orthographic variants.
It simply selects the more frequent indefinite singular form to be the lemma. For
example, the noun herr (‘Mr.”) will be lemmatized as herre due to the predominant
form herre (‘sir’, ‘Lord’). Initially, one single occurrence of the given word string end-
ing with -e was enough to include the word in the dictionary. However, rare archaic
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Table 15.4: Lemmatization results evaluation

all words unique words
COIrect errors accuracy | Correct errors accuracy
common nouns 220814 13900 94.08 % | 56939 5598 91.05%
finite verbs 113452 22006 83.75% 7707 1123 87.28%
adjectives 56066 16670 77.08% | 10742 1426 88.28 %
present participles 5414 8 99.85% | 1462 7 99.52%
perfect participles | 11059 1431 88.54% | 4348 532 89.10%
all 406805 54015 88.28% | 81198 8686 90.34 %

and colloquial word forms turned out to harm the lemmatization. For example, the
extremely common noun Aus (‘house’) was lemmatized incorrectly (with -¢) due to
its archaic inflection form huse, nowadays only used in the phrase man ur huse (‘alto-
gether’)! To avoid this problem, the script was enhanced with a frequency comparison
of e-ending vs. non-e-ending indefinite singular nominative word strings.

Besides that, forms lacking their singular indefinite counterpart in the corpus are
never lemmatized correctly. This is often the case of occasional compounds as well as
group names such as irakier and indier, which typically occur in the plural.

Results Evaluation

The manually lemmatized SUC was used for evaluating our lemmatizer. As already
mentioned, we focused on lemmatization of some parts of speech only. When evalu-
ating the results, we ignored any other word types. Out of the 115,228 words 89,912
were analyzed, i.e. 78%.

LEMPAS was run on SUC and its results were compared to the original lemma-
tization. In addition to overall results we report the number of the correctly and
incorrectly lemmatized words for each of the following word groups: common nouns
(NC.*), finite verbs (V@1.*), adjectives (AQ.*), present participles (AR*) and per-
fect participles (AE*). In Swedish, the lemma is always uniquely determined by the
word and its POS-tag. Consequently, if a word appears in the corpus with the same
POS-tag repeatedly it is always assigned the same lemma. Therefore we report the
results both for all the words in the corpus, and for unique words. In the latter case
the evaluation is done as if every word appeared in the corpus with the same POS-tag
only once.
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15.4.2 Lemmatization Results Related to Generating Word Sketches

So far, the Sketch Engine has mainly been run to query the corpus for potential light
verbs in order to gain a list of predicate nouns, which typically become their collocates.
As the next step, the predicate nouns yielded by the light verb queries are queried
separately as collocation bases of verb collocates. Isolated lemmatization errors were
to observe. Some of them may well be systematic errors. To give an example: all words
ending with —tecken, which are (sometimes incorrectly!) tagged as indefinite neuters
in plural (while they mostly are indefinite neuters in singular) will be incorrectly
lemmatized as —tecke due to the rule concerning plural neuters ending with —ezn. The
script relates them to the declension pattern dpple, mote etc., in which —» is supposed
to be chopped off in indefinite plural to obtain the correct lemma form. Not so few
errors arise due to tagging errors as well, which the script cannot affect. Perhaps the
most serious source of lemmatization errors is the fact that the rules are case-sensitive.
Words starting with a capital letter are often lemmatized separately (although the
outcome may be identical). Nevertheless, the 90,34% accuracy seems to be good
enough, and no further alterations of the lemmatizing scripts are foreseen for this
particular task to be performed by the Sketch Engine.

15.4.3 Computing Grammatical Relations

The Sketch Engine enables the user to write a 'grammar’ of predefined queries. The
queries take the form of functions with a defined number of variables. They could be
very simplistically paraphrased as follows: “I am specifying the features of a token and
label it as X. When I query the corpus for a token that matches the features, find and
list its collocates, whose features I am specifying under the label(s) X (and possibly
Z)”. For instance: the user wants to find typical direct objects of a verb. He defines
the verb by means of the part-of-speech tagging. The label will make it clear that that
particular token is going to be the one that will be typed in the query field when this
query is performed. The user then provides the features of the direct object ; e.g. by
part of speech and by its typical left or right distance from the verb to be queried.
These pre-defined functions are called gramrels (i.e. ‘grammatical relations’). There
are several types of relations that can be formulated by the gramrels:

* *SYMMETRIC evaluates queries also with the labels ‘1’ and 2’ swapped. This

directive is active up to the next gramrel line.

* *DUAL is similar to *SYMMETRIC but it affect gramrels. It defines two gram-
rels from the same set of gramrel queries. Gramrel names are separated by a
slash (/). All queries are evaluated for the first gramrel and then for the second
gramrel with the ‘1’ and 2’ labels swapped.

3Their definitions have been quoted from the WSGEN.txt file of the Sketch-Engine documentation
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* *UNARY says that the following gramrel is an unary relation. Only one label
is used for unary gramrel queries.

* *TRINARY is used for trinary relations. These are translated into regular binary
relations with different names. A name of a trinary gramrel should contain “%s’
and the respective queries should contain a third label ‘3’. A value of the word
sketch base attribute on the position labeled ‘3’ is then substituted for ‘%s’ in
the gramrel name.

The definitions will be exemplified with a fragment of the gramrel for finding
prepositional phrases that would typically modify a noun typed into the query line
when searching the corpus. The first line of the example below specifies the type of
the gramrel relation. The gramrel type determines the syntax of the gramrel. This
particular gramrel is a TRINARY one.

*TRINARY

=noun_prep_noun_\%s

1l:any_noun_nominative 3:any_prep [(tag="DH.*”|tag="DI.*”|\\
tag=poss_proltag=number|tag=any_adv|tag=any_noun_genitive|\\
tag=any_adj)]1{0,3} 2:any_noun_nominative

The second line gives the name of this gramrel. The format of the name is oblig-
atory for each respective gramrel type. The name of a

*TRINARY

gramrel must end with ‘%s’ The third line contains a regular expression. The labels

introduce the three variables in this function. This particular gramrel will be triggered
by a search for a word that matches the definition of

any_noun_nominative.
It will list:

* all nouns that typically act as modifiers of the noun typed into the query, which
will be further sorted according to by which prepositions they are introduced

* all nouns that typically govern the noun typed into the query, which will be
further sorted according to by which preposition they are followed.
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The line actually presents the features of a potentially relevant sequence of tokens: a
nominative (i.e. non-genitive) noun is followed by a preposition. The preposition can
be followed by a determiner or a possessive pronoun or a numeral or an adverb or a
noun in the genitive or an adjective within the interval of zero to three tokens. This
interval must be again followed by a non-genitive noun. Hence, the regular expression
captures all the following examples (the query is ‘besvir’, and some of the examples
are made-up):

besvir med den italienska kommunismen besvir med sina barn besvir
med dem som vistas dir besvir idgon besvir med sociala relationer besvir
med sitt sociala liv besvir med sitt daligt opererade kni besvir med det
daligt opererade kniet till besvir till stort besvir till oerhért stort besvir

The regular expression above is partly created using the part-of-speech tags from
the PAROLE corpus, partly by macros. E.g., the elements

any_noun_nominative

is itself a macro defined before as
define(‘any_noun_nominative’, ‘”N\ldotsN@..”’).
The string

‘”N\ldotsNe. .”’)

is part of the actual POS-tag for non-genitive nouns and personal pronouns from the
PAROLE corpus. Dots stand for ’any character’ on the given position.

15.4.4 Empirical Evaluation of Word Sketches

When writing the experimental lexicon entries, results returned by the Word Sketch
Engine have been continuously checked against Svenskt Sprakbruk [31] and some-
times also against Norstedts Stora Svenska Ordbok [3]. The Sketch Engine proved
excellent at detecting morphosyntactic variations of common light verbs and pred-
icate nouns, even in prepositional phrases. Nevertheless, the Word Sketch Engine
missed quite a few structures captured by the printed dictionaries. It was especially
weak in catching idioms, even when adjusted to taking into account all word combi-
nations occurring more than once. The possible explanation is that some of the missed
idioms were probably not present in the PAROLE corpus at all. Some could remain
undetected because their frequency was low and they consisted of common words,
which freely combine with many others. On the whole: the procedure proved useful
in that it yielded sensible results with almost no noise. Its precision seems satisfactory.
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Doubts can however be raised about its recall. Zinsmeister and Heid [168] observed a
noticeable increase of recall in their collocation extraction when they performed it on
statistically parsed German data. It is thus not unlikely that a shallow syntactic pars-
ing would increase the recall on the Swedish PAROLE. In winter 2008, Sprakbanken
released the first version of Svensk Tradbank [111]. A Word Sketch grammar applied
to this corpus with and without making use of the parsing, respectively, would help
assess how much parsing could affect the recall, but this experiment goes beyond the
scope of the present thesis. A small case study on the predicate noun rekord can be
found in Chapter 17.

Quite expectedly, the syntactic criteria for collocation computing are not powerful
enough to affect any semantic sorting of the listed collocates. Word Sketches can by
no means substitute the manual Corpus Pattern Analysis. (see Chapter 7), at least not
in the very complex verbs like the basic movement verbs ligga, sitta, gd, but not even
in a verb like bjuda. A fully automatic sorting of meaning potentials in the sense of
CPA would have required semantic markup in the corpus. e.g. with the verb bjuda
the Word Sketch Engine could not distinguish between the following Lexical Sets:

1. Mina néirmaste vinner tinker jag inte bjuda pa officiella middagar, deklarerade
prinsen.

2. Dirfor stannade vi ombord och kaptenen bjod pa hérligt kaffe och wienerbrid.
3. [han] Spelade apa och bjod pi vodka ur en helbutel;.
4. Mannen bjuder pa cigarretter .

5. Skjuts skall vi inte bjuda pa .

* 'The first and the second sentence belong to the Lexical Set

[Host] invites [Guest] to a [Meal, Meal as Social Event]

* The third and the fourth sentence belong to the Lexical Set

[Owner] offers [Recipient, Sharer] [Something Good].

* 'The fifth and the sixth sentence belong to the Lexical Set

[Provider] offers [Client] [Performance, Service]

Evidently, this granularity of sorting goes beyond the limits of a lemma-based collo-
cation sorting. Nevertheless, collocate lists generated by the Sketch Engine definitely
help to get the first idea of typical uses. It is particularly useful for sorting of concor-
dances with the same lemmas but different morphosyntactic features.
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15.5 Determining Entry Candidates

When determining the lexemes and collocations to be included into Swe-VALLEX/PNL,
two ways were followed:

* excerpts from relevant studies [161], [159], [157], [158], [156], [155], [97],
[71], [138], [34] and [37]

* extraction of LVC-candidates from the PAROLE corpus.

To gain an overall idea of the collocational potential of typical light verbs, several
steps towards the extraction of LVC-like structures from the Swedish PAROLE corpus
have been taken.

The very first attempt was made in 2003, with PAROLE only accessible on the
web and not lemmatized. Nine corpus queries were formulated to vary the distance of
the noun object from the lexical verb (see Fig. 15.1). Swedish is an SVO language, and
PAROLE contains mainly newspaper and fiction texts, in which declarative sentences
clearly predominate over interrogative sentences with verb-subject inversion. Direct
objects are therefore typically located at the right-hand side of the verb in this corpus.

The concordances obtained were copied and pasted from the html-page into the
Word processor to create subcorpora of verb-noun collocations. The number of con-
cordances was limited by the capacity of the Clipboard in Word. Then each subcorpus
was loaded into the concordancing tool WINCONCORD [98], which enabled some
basic frequency sorting. No markup was included in the subcorpora due to virtually
no option of a more complicated sorting than the alphabetical sorting of the text
strings. Therefore the searches were deliberately limited to the infinitives of lexical
verbs by narrowing the search to the sequences ‘modal verb-lexical verb-noun in var-
ious distances from the lexical verb’.

For each subcorpus two frequency-based lists had been built:

1. the verb-noun pairs according to the frequency of the entire pair in the given
subcorpus

2. the verb-noun pairs according to the frequency of the noun form in the given
subcorpus.

The first list gave the overview of the most frequent verb-noun collocations. The
second list suggested which noun forms (i.e. which values of number and definiteness)
combined with the given verbs in alphabetical order, with frequency counts. The
frequency lists obtained for each subcorpus were exported into Excel and manually
checked for LVCs and other fixed collocations. Fig. 15.2 and Fig. 15.3 show the two
types of lists. For more details see [24].
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In 2006, the manually evaluated collocation lists were utilised as training data
for an experiment with a statistical method of automatic collocation extraction, per-
formed by Pecina and Schlesinger [29] on parsed Czech data. It consists of combining
the already known statistical features of collocation extraction (Mutual Information,
Student’s T-Test, Log Likelihood and others) by logistic regression (see [122]).

In this experiment, the manually annotated Swedish concordances from 2003
were used to train the method for searching the — not parsed — Swedish PAROLE
corpus for LVCs. The goals of [122] had been to develop a method combining mul-
tiple association meassures and to estimate its quality by precision and recall curves
to see whether it could substitute manual collocation extraction. The byproduct of
this experiment was again a list of LVC-candidates. The automatically obtained list
had the advantage that it had been built from the entire corpus, unlike the manually
obtained list, which was biased by the limitations of the original subcorpora (only
sequences starting with a modal verb, incomplete export over the Clipboard). Both
lists confirmed the significant potential of basic verbs* to act as light verbs.

4spatial verbs, verbs of physical action, verbs of motion
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noun verb occurrence
1. del ta 102
2. hdnsyn ta 57
3. hjalp ha 55
4. ansvar ta 52
5. stéllning ta 49
6. ratt ha 39
7. hjalp fa 35
8. tag fa 33
9. pengar tjgna 33
10. verklighet bli 31
11. upphov ge 28
12. vakt sla 28
13. svar ha 25
14. nytta dra 24
15. vara ta 24
16. beslut fatta 22
17. chansen fa 22
18. rum aga 20
19. mojlighet fa 20
20. barn ha 20
21. tag ta 20
22. problem bli 19
23. folk fa 19
24. tillgang fa 19
25. fred ha 19
26. tid ta 19
27. medlem bli 18
28. medlemmar bli 18
29. tag ha 18
30. steget ta 18

Figure 15.2: The first 30 positions of collocation frequency in the results of queries

1-4
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Figure 15.3: A sample from the alphabetical list of nouns and their collocate verbs
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Chapter 16

Data Structure

16.1 Usefulness of Word Sketches

The customization of the Word Sketch Engine for the PAROLE corpus provides a ba-
sis for a lexicographical description of basic verbs and their typical noun collocates in
the position of a direct object, a prepositional object, and a subject. It captures adjec-
tival collocates of nouns, as well as the prepositions the noun requires when modified
by a prepositional phrase, along with typical noun collocates in the position of prepo-
sitional phrase modifiers. In addition, typical verb collocates are listed for each noun,
whose lemma is investigated. The Word Sketch provides lists of characteristic collo-
cates within seconds. The collocation analysis results are quantified and linked to the
concordances, from which the numbers result. Figures 16.1 and 16.2 show the Word
Sketches for a verb and a noun, respectively.

16.2 Main Principles and Features

The structure of the proposed lexicon was motivated by the needs of an advanced
Czech student of Swedish. There are numerous good monolingual Swedish lexicons
(in the first place Svenskt Sprakbruk [31], which do not only explain the meaning of
lexemes, but also describe their behaviour in context and partly their morphosyntactic
restrictions (e.g. used only with negation). However, even Svenskt Sprakbruk pays little
attention to the morphosyntactic variation and to the modifying options in phrasemes
and light verb constructions.

In addition, no monolingual dictionary can anticipate all contrastive issues that
arise for learners with different native-language backgrounds. A nice example is the
Swedish triple sitta-ligga-stilla versus the English put (something somewhere), where
the Czech equivalent ddt (give) has the same problem as English, namely being too
unspecific in comparison to Swedish. It is extremely difficult to create lexicon defini-
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tions of these three respective Swedish verbs that would teach the non-native speaker
to consistently choose the proper variant: the choice is based on the Swedish na-
tive conception of items as predominantly vertical vs. predominantly horizontal, or
‘axis irrelevant’, in connection with other aspects (whether the item must be fixed or
whether it keeps its position by itself, etc.).

Certainly, the main issue with the most concrete, literal uses of basic verbs is not
collocability, but cognitive conceptualization, which is specific to the respective lan-
guage communities. Needless to say, the Word Sketch Engine is not the appropriate
tool for this task, since it captures tokens, not concepts. The only way out seems to
be sufficient exemplification (exceeding the usual number of examples allowed by the
space limits of printed dictionaries), which would enable the non-native learner to
create analogies.

The lavish exemplification of the puz-like reading of sista makes SweVallex resem-
ble the clue page of a textbook exercise rather than a dictionary entry. The examples
are simply chosen from a number of random concordances (in case of sizta some 2
000 of the total 9 000 concordances). Such concordances are preferred that appear
surprising to the Czech speaker (e.g. sitta en pil i, since Czech requires a more specific
verb than the equivalent of puz (approximately szing), and so for a Czech speaker puz
is absolutely unpredictable in this context).

The lexicon is bilingual, with Czech being the target language. The Czech part
includes just a minimal description of the Czech equivalents. This feature makes
the lexicon more or less useless to a Swedish-speaking student of Czech. Creating
a Swedish-Czech lexicon as a production-focused lexicon for Czechs can also seem
as missing the point; apparently, the most straightforward way for the non-native
Swedish text production would be using a reliable Czech-Swedish dictionary. How-
ever, production dictionaries ‘atomize’” the description of the source-language units
according to their equivalents in the target language, such that the picture of the uses
of one single Swedish word gets lost. This is also why advanced language students
prefer using monolingual dictionaries of the source language instead of bilingual dic-
tionaries: a good monolingual dictionary seems to help draw a ‘mental map’ of the
given lexeme. This map is a blending of semantic features and collocation options.

What production-oriented bilingual as well as monolingual dictionaries can eas-
ily miss is a target-language-specific forewarning for collocational as well as cognitive
mismatches within the given language pair. There is a need for a description system
that would capture the language traps explicitly — at least those based on morphosyn-
tax and on collocability. Such a system is tested by a Czech-related description of
cognitively and collocationally difficult Swedish verbs (basic verbs), which are so fre-
quent that nobody can avoid them, and yet they are not fully explained in the teaching
materials.

SweVallex-PNL is machine-readable, and its structuring allows for an automatic
extraction of a Czech-Swedish glossary. The Czech glossary obtained by the extraction
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of the Czech equivalents of Swedish verb uses has the advantage of being fully Swedish-
centered. If the lexicon was primarily designed as a Czech-Swedish dictionary, it
would be Czech-centered: the mental map of each word would remain Czech, and the
Swedish equivalents would be chosen in a way that would disambiguate the respective
Czech-centered readings of the given Czech word ("how do I say X in Swedish?).

As a result, among all the potential Swedish equivalents such Swedish equivalents
would be intuitively selected, whose collocational preferences are not much wider than
those of the Czech source word, and the commonest verbs (which are the vaguest)
would be in danger of being omitted.

On the other hand, creating an ex-post Czech glossary from a Swedish-Czech lex-
icon allows the learner to avoid what John Sinclair noticed long ago (see Section 1.1):
learning rare words instead of using the less cognitive salient uses of the commonest
words. A Swedish-Czech lexicon with a Czech glossary preserves the ‘mental maps’
of the Swedish words and can be used for learning more about one particular difficult
(i.e. vaguely polysemous) verb, as well as it encourages the user to use these verbs in
an idiomatic, native-speaker-like way.

The issue of sense disambiguation in bilingual dictionaries is very interesting, and
the approach chosen varies from dictionary to dictionary. In each described word,
there is a dilemma of whether the reading split is to be based primarily on differences
in the collocational preferences in the source language, or rather on differences of the
equivalents in the target language. SweVallex attempts at avoiding this dilemma by
defining the respective readings by corpus patterns (cf. Chapter 7), enhanced with
functors (cf. Chapter 6). The internal structure of the entries is described in Sec-
tions 16.3 and 16.4. As a result, the Czech equivalents of one Swedish reading are
not necessarily synonymous, as Fig. 16.3 illustrates.

Basic verbs and their lexicalized uses touch the area of grammar as well as that
of phraseology. Some uses are specific to the given verb (phrasemes), but other uses
put the given verb in connection with other basic verbs, and they are possibly in-
stances of a morphosyntactic or semantic/cognitive regularity, which is waiting to be
explored!. The regularity possibly hides in the morphosyntactic categories applied in
given contexts. One theory that relates grammar directly to cognition, is the Transi-
tivity Hypothesis (see Section 5.3). The Transitivity Hypothesis has been taken into
account in the description of light verb constructions in the proposed lexicon by spe-
cial attention paid to the noun definiteness in the entry structure.

In sum, Swevallex-PNL was designed with respect to the following points:

1. describe and explain a given Swedish lexeme in detail like a monolingual dic-
tionary,

1Semantic in this sense means deliberately related ro a linguistic interpretation put in contrast to other
interpretations, while cognitive relates to the way we perceive the world, which shapes the language,
without us necessarily realizing how.
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2. provide the morphosyntactic and collocational preferences for each reading in
form of a corpus pattern (Chapter 7),

3. determine the underlying valency frame (Chapter 6) of each Swedish corpus
pattern,

4. provide Czech equivalents and their patterns with valency frames,
5. list phrasemes and indicate their variability options,

6. pay special attention to light verb constructions and their morphosyntactic pref-
erences with respect to the definiteness of predicate nouns,

7. inform about the options of modifier insertion in light verb constructions, and

8. provide enough examples from the corpus.

SweVallex as well as PNL are xml files with their respective document type def-
initions (DTD’s) and CCS templates. The data was edited in the XMLMind editor
[165]. The CCS templates, although they may resemble dictionary entries, have no
greater ambition but to facilitate the navigation through the data during the editing,
and thus, this is to be emphasized, they are not meant as the final layout for the
users. Creating the final layout, e.g. for a CD or web release, has never been the
purpose of this study, which is a purely linguistic one.

Sections 16.3 and 16.4 analyze and explain the structures of both the lexicon parts,
respectively.

16.3 SweVallex

16.3.1 Macrostructure

SweVallex is the lexicon of verbs. Its structure is to the greatest extent possible derived
from the structure of Vallex 2.5 [93], the Czech verb valency lexicon. The major
deviations from the Vallex 2.5 DTD are motivated by the adaptation to Swedish and
by including a second language and the Corpus Pattern Analysis.

The lexicon Swevallex consists of elements 1exeme_cluster nested in the root ele-
ment swevallex_verbs. Lexeme clusters bring together verbs (elements lexeme) that
are related by word formation, e.g. sitta, sitta sig, virdesitta, sitta pa.

<?xml version="1.0’ encoding=’UTF-8’7>
<!ELEMENT swevallex_verbs (lexeme_cluster+)>

<!ELEMENT lexeme_cluster (lexeme+)>
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<!ATTLIST lexeme_cluster
cluster_id ID #IMPLIED

Each element lexeme has its unique ID. Each element lexeme contains the ele-
ments lexical_forms and patterns. Here Swevallex starts to differ from Vallex 2.5.
Patterns is an element of the same level as 1u_cluster in Vallex 2.5, but its function
is different. Swevallex has patterns (like Corpus Patterns, Chapter 7) instead of LU’s
(lexical units) introduced in Vallex 2.5. The element lexeme contains the actual lexi-
con entry.

<!ATTLIST lexeme
lexeme_id ID #IMPLIED
>

<!ELEMENT lexeme (lexical_forms, patterns)>

16.3.2 Lemma

The element lexical_forms consists of a lemma (element mlemma), or a set of lemma
variants (mlemma_variants). If the lemma is a homograph, it gets its homograph in-
dex. The past forms are listed for each lemma separately. Reflexive pronouns as well
as particles are captured in the element admorpheme, which is optional and can be re-
peated. The element admorpheme has an obligatory attribute, which indicates its type.
The values indicate whether the morpheme is a reflexive pronoun, or a particle. This
solution was adopted due to the semantically relevant variability in their order — cf.:
stilla in sig vs. stilla sig in.

<!ELEMENT lexical_forms ((mlemmalmlemma_variants), admorpheme*, constraints?) >
<!ELEMENT constraints (#PCDATA)>

<!ELEMENT mlemma (#PCDATA)>

<!ATTLIST mlemma
homograph CDATA #IMPLIED
preteritum CDATA #REQUIRED
supinum CDATA #REQUIRED

>

<!ELEMENT mlemma_variants (mlemma+)>

<!ELEMENT admorpheme (#PCDATA)>

<!ATTLIST admorpheme
type (reflexlparticle) #REQUIRED
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16.3.3 Patterns

The element patterns consists of at least one element pattern. Apart from its unique
ID, each element pattern carries the following information in form of attribute values:
is it an idiom or not? Is the form of the verb constrained for this particular pattern in
any way (e.g. does it only occur in imperative)?

<!ELEMENT patterns (pattern+)>

<!ATTLIST pattern
idiom (@11) #IMPLIED
verb_form_constraints CDATA #IMPLIED
pattern_id ID #IMPLIED

Each pattern consists of the following elements: proposition, czech, and example.
<!ELEMENT pattern (proposition, czech*, example*)>

The proposition is the Swedish corpus pattern. It has the form of a Swedish declar-
ative sentence in the present tense (when possible), whose predicate is the lemma verb.
Its inner participants and free modifications (cf. Chapter 6) are rendered by slots (el-
ement slot), integrated in the proposition (element pattern_text). Each piece of
pattern_text has an attribute value according to whether it is the lemma verb or not.
The proposition can finish with a (usually English) explaining gloss, which is called
implicature (element implicature).

<!ELEMENT proposition (pattern_textl|slotlimplicature)*>
<!ELEMENT pattern_text (#PCDATA)>
<!ATTLIST pattern_text
verb (110) ”0”
>
<!ELEMENT implicature (#PCDATA)>

Fig. 16.4 shows the proposition sitta fart pa négor in the sense of starting a motor.
Note that the word far#, which is regarded as a predicate noun, is not explicitly present
in the data, but it is referred to via a reference to PNL. The CCS template (in the
picture) visualizes only the ID of the given predicate noun. For more details on the
description of predicate nouns see Section 16.4.

The Czech equivalents are also presented in form of corpus patterns with slots,
pattern text, and implications. When all the equivalents presented have the same
corpus pattern, they are all placed in a row of the pattern_text elements with the
attribute value verb=1. When an equivalent requires a different pattern, a new Czech
pattern is created. Each Czech corpus pattern is classified according to whether it is
an idiom or not and whether it really is an equivalent, or just a gloss (used in case
there is a lexical gap in Czech).
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<!ELEMENT czech (pattern_textlslotlimplicature)*>
<!ATTLIST czech
match (equivalentlgloss) #REQUIRED
idiom (110) ”0”

Each pattern finishes with examples taken from PAROLE or (extremely rarely) from
Konkordanser or Google. Examples are elements with free text. Sometimes, examples
are shortened, but not consequently. In light verb constructions it is often the case
that the examples even include some context.

<!ELEMENT example (#PCDATA)>

16.3.4 Slot

A lot of linguistic information is hidden in the complex internal structure of the slots.
The slots have attributes and a nested element called occupation, which is present at
least once per slot.

<!ELEMENT slot (occupation+)>

16.3.5 Surface Form

The element occupation carries the information about the surface form of the given
slot; i.e., about prepositions, lemma, number, definiteness and other restrictions (this
is important with very lexicalized collocations). Occupation can also be represented by
a deliberate number of references to PNL (the optional and repetitive empty element
pnl_ref with the obligatory attribute ref). The elements slot as well as occupation
are common for both the Swedish and the Czech patterns. Some of the internal
elements of occupation are therefore Swedish-specific, while others are Czech-specific,
and some are common.

<!ELEMENT occupation ((surface_forml|cz_surface)*, lexical?, pnl_ref*)>
<!ELEMENT pnl_ref EMPTY>
<!ATTLIST pnl_ref ref IDREF #IMPLIED>
<!ELEMENT surface_form EMPTY>
<!ATTLIST surface_form
form (pdlomliltilllefter|frdnlframférlifranl|férlavIimed
lutanlover|genomlattlvid) #IMPLIED
case (basiclgenitive) ”basic”
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<!ELEMENT cz_surface EMPTY>
<!ATTLIST cz_surface
cz_form (bezldolklkolemlnalolodlpolprolpred
Islulvlvedlelzlza) #IMPLIED
cz_case (11213141617) #REQUIRED

>
<!ELEMENT 1lexical (#PCDATA)* >
<!--text: word forms. Everything else should be in the attributes-->
<!ATTLIST lexical
lemma CDATA #IMPLIED
number CDATA #IMPLIED
article CDATA #IMPLIED
other_constraint CDATA #IMPLIED

16.3.6 FGD-Information

The element slot has two obligatory attribute values: functor and its obligatoriness
according to the valency theory of the Functional Generative Description (see Chap-
ter 6 for reference).

<!ATTLIST slot
functor  (ACTIPATIADDRIEFFIORIGIACMPIADVSIAIMIAPPIAPPSI
ATTIBENICAUS | CPHRICNCS | COMPL | COND | CONJ |
CONFRICPRICRITICSQICTERFIDENOMIDESIDIFF |
DIR1IDIRZIDIR3IDIS]IIDPHRIETHDIEXT|FPHRIGRADI
HERIIDIINTFIINTTILOCIMANNIMATIMEANSIMOD |
NAINORMIPAR|PARTL IPNIPRECIPREDIREASI
REGIRESLIRESTRIRHEMIRSTRISUBS I TFHL I TFRWHI
THLITHO I TOWHI TPARITSINITTILL I TWHENIVOCI
VOCAT ISENTIDIRIOBSTIRCMP)  #REQUIRED

obligatoriness (oblloptltyp) #REQUIRED
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16.3.7 CPA-Information

The information related to the Corpus Pattern Analysis (CPA, see Chapter 7 for ref-
erence) is also contained in the slot. These attribute values are implied as the CPA is
less formalized at this stage of the lexicon editing than the FGD-related part.

The attribute sem_type contains one or more instances from the current version
of the ontology used in the Corpus Pattern Dictionary, which is being built by Hanks

([59D).

sem_type CDATA #IMPLIED
The attribute lex_set contains the lexical sets.

lex_set CDATA #IMPLIED

16.4 Predicate Noun Lexicon

16.4.1 Macrostructure

The Predicate Noun Lexicon (PNL) contains entries of nouns that occur as nominal
components of light verb constructions. They are typically, but not necessarily, event
nouns. Besides pure predicate nouns the lexicon also contains parts of phrasemes that
exhibit morphosyntactic variability. This can be nominal components of phrasemes
governed by a verb, as well as dependent parts of verbless phrasemes (e.g. pris pd
ndgons huvud). Dependent parts of phrasemes governed by a noun have a simplified
entry.

The root element of PNL is the element predicate_noun_lexicon, which consists
of at least one element pred_noun_entry or at least one phraseme_entry in deliberate
order.

<!ELEMENT predicate_noun_lexicon (pred_noun_entry+|phraseme_entry+)* >

16.4.2 Predicate Noun Lemma

The element pred_noun_entry displays the lemma, its possible homograph index, and
the basic information about its genus and declension. As with the verb entries in
SweVallex, variant lemmas (e.g. orthographic variants) are allowed.

<!ELEMENT lemma_variants (lemma)+>

<!ELEMENT lemma (#PCDATA)>
<!ATTLIST lemma
lemma_id ID #IMPLIED
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homonym_index CDATA #IMPLIED
genus (utrumlneutrumINAlneutrum_utrum) #REQUIRED
plural CDATA #REQUIRED

The introductory part of the entry is followed by up to three lists of typical ad-
jectival and prepositional-group collocates of the given lemma, regardless the other
context (elements adjectives and pps), and the most frequent compounds that oc-
cur with the given noun as the base (element compounds). Each item of the lists of
collocates is surrounded with the nested element collocate.

<!ELEMENT adjectives (collocate+)>
<!ELEMENT compounds (collocate+)>
<!ELEMENT pps (collocate+)>
<!ELEMENT collocate (#PCDATA)>

16.4.3 Light Verb Unit

Like the verb entries were divided into patterns, the predicate noun entries are divided
according to the combinations of the given predicate noun with a particular light verb
(element 1ight_verb).

<!ELEMENT pred_noun_entry ((lemmallemma_variants),

adjectives?,compounds?,pps?,light_verb+)>

The light-verb unit consists of the optional element czech, which can have an
unlimited number of instances, along with two optional elements that cannot be re-
peated: definiteness and pred_noun_slots.

<!ELEMENT 1light_verb (czech*, definiteness?, pred_noun_slots?)>

The element 1ight_verb contains a lot of information in form of attribute values.
The lemma of the light verb occurring in the light verb construction described is
to be filled in as the first attribute value.

<!ATTLIST light_verb
lemma CDATA #REQUIRED

Each light verb construction in PNL has its unique ID:
id_for_verbslot ID #REQUIRED

and it is classified by means of the Lexical Functions (see Chapter 8).
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basic_LF (Operll|Oper2|Copul |FunclLaborl_2I|Labor2_1INA) #REQUIRED
phasal_LF (InceplContlFin) #IMPLIED
causative_LF (Caus|PermlLiqu) #IMPLIED
anti_LF (Anti) #IMPLIED
prox_LF (Prox) #IMPLIED

In addition, three properties of the verb in its light-verb use are observed: telicity,

punctuality, and volitionality (cf. Chapter 5.3):

telicity (teliclatelicINA) #IMPLIED
punctuality (punctualldurativelNA) #IMPLIED
volitionality (volitionallnon-volitionalINA) #IMPLIED
>

The NA values stand for non-applicable, and they are selected when they depend on the
context. The attribute volitionality describes whether or not the event denoted by
the verb normally is a volitional action (regardless of the animacy and agentivity of
the agent). The simplified entry for a dependent part of a phraseme does not contain
the light-verb unit:

<!ELEMENT phraseme_entry ((lemmallemma_variants),slot*)>

When the Czech equivalent is not given in the form of a corpus pattern within
the verb entry in SweVallex, it is stated here. The Czech equivalents are obtained by a
combination of introspection and searches in the Czech corpus SYN2005. They are
nevertheless preferably captured in SweVallex. This element is much of an auxiliary
element for editing noun entries that do not have their complements in SweVallex yet.
As soon as they get a corresponding entry in SweVallex, the Czech equivalent gets the
form of the corpus pattern and moves there.

<!ELEMENT czech (#PCDATA)>

16.4.4 Noun Definiteness, Modifier Insertion

Several parameters of noun definiteness are observed in the analysis of concordances
of each light verb construction (cf. 5.3):

¢ noun with no determiner (element bare_noun)
¢ noun with the indefinite article (element indef_art)
* noun with the postpositive definite article (element def_art_post)

* noun with both the prepositive and the postpositive definite article (element
def_art_prepost)
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* noun determined by a genitive or by a possessive pronoun (element posgen_-
determiner)

* noun determined by other non-article determiner (element other_determiner)

When an option is clearly predominant or, conversely, extremely rare, it is indi-
cated by a note. When some option does not occur at all in the concordances (or
there are just few concordances and they are dubious), the entire element is omitted.
Each option is documented by examples. The number of the examples is not nec-
essarily proportional to the ratio of the given option in the concordances. On the
contrary, more attention is paid to the less represented options: the examples tend to
be longer in context in order to make it possible for the user to find out more about its
motivation (e.g. markedness in the information structure, coreferential reasons, etc.).
Hypotheses about the motivation of a rare pattern, when any, are formulated in the
element note. The examples also contain implicit information about the option of the
insertion of adjectival and prepositional modifiers (cf. Chapter 17 for more detail).

<!ELEMENT definiteness

(bare_noun?, indef_art?, def_art_post?,
def_art_prepost?,

posgen_determiner?, other_determiner?)>
<!ELEMENT example (#PCDATA)>

<!ELEMENT note (#PCDATA)>

<!ELEMENT bare_noun (examplelnote)*>
<!ELEMENT indef_art (examplelnote)*>
<!ELEMENT def_art_post (examplelnote)*>
<!ELEMENT def_art_prepost (examplelnote)*>
<!ELEMENT posgen_determiner (examplelnote)*>
<!ELEMENT other_determiner (examplel|note)*>

16.4.5 Slot

The last unit in the PNL entry is the slot. It has a similar structure as in SweVallex:
the attributes functor and obligatoriness and the element occupation. Unlike in
SweVallex, obligatoriness is not an obligatory attribute in PNL, as the complementa-
tions are regarded as optional by default. The attribute obligatoriness is primarily used
to mark surface obligatoriness of modifiers in multi-word phrasemes; e.g. pd rétt/fel
spdr, pris pd ndgons huvud.

<!ELEMENT pred_noun_slots (slot*)>
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<!ELEMENT slot (occupation*)>

<!ATTLIST slot
functor  (ACTIPATIADDRIEFFIORIGIACMP|ADVSIAIMIAPPIAPPSI|
ATTIBEN|CAUS | CPHRICNCS | COMPL | COND I CONJ |
CONFRICPRICRITICSQICTERF IDENOM|DES|IDIFF |
DIR1IDIRZ2IDIR3IDISJIDPHRIETHDIEXTIFPHRIGRADI
HERIID|INTF|INTTILOCIMANNIMAT |MEANSIMOD]|
NAINORMIPAR | PARTL |PNIPRECIPRED|REASI
REGIRESL IRESTRIRHEMIRSTRISUBS I TFHL I TFRWH
THLITHOITOWHI TPARITSINITTILL | TWHENIVOCI
VOCAT | SENTIDIRIOBSTIRCMP)  #REQUIRED
obligatoriness (oblloptltyp) #IMPLIED
>

<!ELEMENT occupation (surface_form, lexical, cpa, example*, ref*)>

<!ELEMENT lexical (#PCDATA)>
<!ATTLIST lexical
lemma CDATA #IMPLIED
number CDATA #IMPLIED
article CDATA #IMPLIED
other_constraint CDATA #IMPLIED

<!ELEMENT ref EMPTY>
<!ATTLIST ref ref IDREF #IMPLIED>

<!ELEMENT cpa EMPTY>

<!ATTLIST cpa
sem_type CDATA #IMPLIED
lex_set CDATA #IMPLIED
implicature CDATA #IMPLIED

<!ELEMENT surface_form EMPTY>
<!ATTLIST surface_form
form (possgenlhosipalomliltilllfranlforlavimed]

205
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utanlodverlgenomlattlvid) #IMPLIED>

16.5 Linking

The SweVallex-PNL lexicon comprises two parts: SweVallex, which captures verbs
and their patterns, and nouns and the valency frames they have in connection with
the respective light verbs with which they combine. Apart from that, PNL captures
all multi-word idioms, whose structure is too complex to be described by the Swe-
Vallex pattern system. References go currently from SweVallex to PNL (Fig. 16.5),
or from one PNL light-verb frame to another PNL light-verb frame. Lemmas and
patterns/light verb frames have their ID’s in both lexicons, such that more relations
among and within the entries can be displayed in the future.
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Figure 16.3: Non-synonymous Czech equivalents

Idiom:0

[[Human--driver]]JACT-obl sdtter [[--]JCPHR-obl fart pnl_ref:fart-saetta-5 [[Car, Motorbike, Truck, Boat,

Device--]]PAT-obl pa

Figure 16.4: Swedish pattern (proposition)
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Chapter 17

Discussion

17.1 Increasing Recall with Targeted Corpus Queries

This Section discusses a few issues that have arisen during the implementation of
the initial ideas, and the way they have been dealt with, as well as suggestions of
possible improvements of the technical basis that would increase the applicability of
the resulting lexical resource.

What has to be first looked into is the expected low recall of the Word Sketches in
unparsed corpora, along with the limitations of the lemmatizer. A small experiment
was set up to find out how serious this problem is.

A preliminary comparison of the entries rekord and sli in [3] with the Word Sketch
from PAROLE was encouraging: the entry did not contain anything more about the
collocation sld rekord and the noun rekord itself, than was obvious from the Word
Sketches, on the contrary. The Word Sketches of several more light verbs and pred-
icate nouns were compared to dictionaries, and the conclusion has always been that
the Word Sketch Engine is good enough at finding relevant collocation candidates.
The Word Sketch Definitions (the corpus queries in its configuration) were designed
to capture direct objects in sentences without subject-verb inversion, taking into ac-
count that a number of positions in between them can be occupied by modifiers and
determiners. If the recall of the Word Sketch Engine was close to 100%, the sum
of concordances yielded by corpus queries targeted at the respective determiner and
modifier options should be roughly the same.

To make the experiment easy, the query was designed to capture a direct object
(rekord) of sli that is not preceded by any adjective and not followed by any preposi-
tional modifier:

¢ bare noun

¢ noun with the indefinite article
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* noun with the definite article
* noun with the pronoun den hir
* noun with a determiner except articles and den hir

* noun determined with a noun in genitive or a possessive pronoun (each possibly
preceded by another determiner)

The queries mostly avoided lemmas, but listed the alternative word forms to elim-
inate lemmatization errors. Further setup and observations are as follows:

The cooccurrence of the predicate noun (rekord) without any modifier with the
light verb (5/4) is computed for a 0-3 position span in between the two words. This
helps capture even sentences with subject-verb inversion as well as negated sentences.
The 0-3 positions may not be occupied by the indefinite article, a noun in genitive,
a possessive pronoun and any other determiner. The noun rekord is accepted only in
its non-sufhixated form, which excludes the definite forms rekordet and rekorden. The
noun may not be immediately followed by a preposition (to eliminate prepositional
modifiers):

[word="s1a” Iword="slar” Iword="slog” Iword="slagit”]
[word!="ett”\&tag!="A.*"\&tag!="N...G.*”
\&tag!="PS.*”\&tag!="D.*”]

{0,3} [word=".*rekord”] [tag!="SPS”]

While the Word Sketch Engine yields 37 occurrences of the collocation s/ rekord, the
targeted query yields 35 occurrences (excluding one wrong hit, which came in due to
a typing and subsequently a tagging error in PAROLE).

Fig. 17.1 shows the concordances of bare noun rekord without modifiers.

The query that yields all concordances with the noun with indefinite article and
no modifiers looks like this:

[word="s1a” Iword="slar” Iword="slog” Iword="slagit”]
[word="ett”][]{0,1} [word=".*rekord”] [tag!="SPS”].

This query yielded 0 hits.

The query for the definite article with no modifiers takes into account the two
possible forms of the definite nouns: either with the postpositive article (rekordez),
or with both the pronominal and the postpositive article (der rekorder). This form is
regularly used when the noun is modified by an adjective, but it can also be used as a
demonstrative pronoun without any adjective. See below and Fig. 17.2:
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[word="s1a” Iword="s1dr” Iword="slog” Iword="slagit”]
[word="det” Iword="den” Iword="de”]{0,1} [word="rekordet”
Iword="rekorden”] [tag!="SPS”].

This query yielded 1 concordance with the double article and four concordances with
the postpositive article.

'The demonstrative pronoun den hir (det hér, de hir) requires the postpositive
definite article. Therefore it is treated by a separate query (Fig. 17.3):

[word="s1a” Iword="s1éar” Iword="slog” Iword="slagit”]
[word="det” Iword="den” Iword="de”]

[word="[dh]dr”] [word=".*rekord” Iword="rekordet” |
word="rekorden”] [tag!="SPS”].

This query yielded one concordance.

The following query template for nouns without modifiers searches for determin-
ers that have the form of a noun in genitive, or a possessive pronoun. These deter-
miners can be preceded by other determiners (except den hir (det hir, de hir)), and
therefore one optional position is reserved for these determiners (Fig. 17.4):

[word="s1a” Iword="slar” Iword="slog” Iword="slagit”]
[tag="D.*”7{0,1} [tag="N...G.*”Itag="PS.*”]
{1,3} [word=".*rekord”] [tag!="SPS”].

This query yielded 2 concordances.

The last query (Fig. 17.5) captures the noun rekord without modifiers with a
determiner other than articles, the demonstrative pronoun den hir, and a genitive
noun or a possessive pronoun:

[word="s1a” Iword="slar” Iword="slog” Iword="slagit”]
[tag="D.*”] [word=".*rekord”] [tag!="SPS”].

This query yielded 9 concordances.

Alone the set of queries associated with the different morphosyntactic patterns of
predicate nouns without any adjectival and prepositional modifiers yielded 52 con-
cordances in total, which is more than 130% of the amount of all occurrences of
the collocation sli rekord yielded by the Word Sketch. The possible causes of this

significant difference are:
¢ lemmatization errors
e errors in the Word Sketch Definitions

* Word Sketch Definitions power limited by the missing parsing.
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The lemmatization can be probably improved by replacing LEMPAS with Haji¢’s
statistical tagger, or by combining the two tools. The Word Sketch Definitions, how-
ever, cannot probably be dramatically improved by correcting possible small errors,
since each was tested as a regular corpus query, and yielded good results. Given the
current Word Sketch Definitions are basically correct, the improvement would have
to be sought in the parsing. For the first, it would enable capturing of structures that
can impossibly be captured by queries on linear text: sentences with parenthesis, el-
lipsis, unusual adjective concatenations, etc. For the second, it would make the Word
Sketch Definitions much simpler and easier to check.

Eventually, the current outcome is that Word Sketches, despite their limitations,
are reliable in finding relevant collocation candidates, but they must be complemented
with the usual corpus queries populated with concrete words from the list obtained
by the Sketch Engine. Only queries targeted at concrete words yield numbers of
concordances relevant for frequency counts and deeper corpus analysis.

17.2 Frequency Counts

The original ambition was to add frequency counts to the respective patterns or mor-
phosyntactic options (cf. the motto of Chapter 7, taken from [55]). However, ex-
periments with the manual frequency counting and manual editing of the frequency
counts in the test entry showed that manual frequency counting would burden the
lexicographer with an unrealistic amount of work per one single entry. On the other
hand, the recall of the targeted corpus queries turned out to be excellent in comparison
to the Word Sketch Engine, while high precision remained. Several verb-noun col-
locations were processed by the same set of queries (see Appendix 21), and the query
results had a stable quality. The automation of applying the set of corpus queries
to concrete verb-noun combinations would be very time-saving. It would not be a
difficult task for a programmer to compile a script that would take these queries as
templates and insert relevant values (word forms, lemmas) into the templates one after
another according to a list obtained from the Word Sketch Engine. The query results
could be visualized in the GUI. The lexicographer would only go through the concor-
dances and remove the wrong ones, while the frequency counts would automatically
change. The lexicographer should also be able to edit the queries in the GUI, as dif-
ferent types of light verb constructions might need slightly different corpus queries.

17.3 Irrealis, Negation, and Semantic Definiteness

For a deeper analysis of the light verb constructions from the point of the Transitivity
Hypothesis it would be useful to observe in how many concordances of the respective
groups (bare noun, indefinite article, etc.) the predication in question is negated or
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meets the conditions for being irrealis (cf. Section 5.3), as well as to investigate the
semantic definiteness of the predicate nouns in more detail; e.g. by observing their
adjectival and prepositional modfiers. The corpus query templates (see Appendix 21)
are designed to observe adjectives and prepositional groups. Naturally, the queries
about prepositional modifiers have to be checked manually, since the numbers are
biased by the fact that the corpus queries can impossibly ignore irrelevant preposi-
tional groups. Irrelevant prepositional groups are such groups that do not modify the
predicate noun but the light verb, and in addition they are free modifiers, which can
be inserted virtually anywhere. Example 260 shows such an irrelevant prepositional
modifier and Fig. 17.6 illustrates how the manual editing of query results can be
done. The example in the figure was processed by saving a local copy of the query
result presented by the html-based online GUI.

(260)  jag ska forsoka sld personligt malrekord i ar.

The prepositional modifier i dr is a free adjunct of s/i. The modifiers that are either
not modifying the predicate noun or denote typical free adjuncts (e.g. temporal or
spatial — rekord under det gingna dret, rekord i bolagen), are not considered in queries
that contain prepositional modifiers. Needless to say, they also bias queries about no
prepositional modifiers by eliminating these irrelevant ones as well. Their number in
all queries could be easily decreased by providing the entire corpus with the FGD-
based tectogrammatical parsing.

17.4 Undetected Information

One very interesting issue in light verb constructions is the preferred form of syntactic
negation, which is not the same for all light verb constructions, and a non-native
speaker is basically unable to predict how many of them are acceptable, and how to
select the one most appropriate for his communicational goal in the given context, if
they are not synonymous. cf. Examples 261, 262, and 263 with 264, 265, and 266
or 267, 268, and 269.

(261)  Regeringen har innu inte fattar beslut i nigon riktning , siger Hjalmar Strom-
berg.

(262)  Persson vill inte farta nigra beslut, tror Sydsvenska Dagblader.
(263) I dag fattas dock inget beslut om hur detta ska gi till.

(264)  Butiken stingde hon for tre dr sedan , men satte dirmed inte punkt for sitt
yrkesliv.

(265)  ? Butiken stingde hon for tre dr sedan , men satte dirmed inte ndgon punkt for
sitt yrkesliv.
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(266)  ? Butiken stingde hon for tre dr sedan , men satte dirmed ingen punkt for sitt
yrkesliv.

(267)  Den unge knektspolingen hade inte satt mig i samband med Draken.
(268)  ? Den unge knektspolingen hade inte satt mig i ndgon samband med Draken.
(269)  ? Den unge knektspolingen hade satt mig i inget samband med Draken.

In addition, the preferred negation can take a lexical instead of a syntactic expres-
sion.

Nevertheless, the PAROLE data turned out to be too sparse for this kind of inves-
tigation, and so it was given up. Where possible, negated concordances are presented
in the examples to give at least implicit information about negation. A manual iden-
tification of negated light verb constructions would be useful for further verification
of the Transitivity Hypothesis (as the irrealis identification).

17.5 Different GUI — New Corpus Annotation

To make the routine on SweVallex-PNL more ‘comprehensive, fast and reproducible’,
as mentioned in Section 15.1, more technical support is required. As a first step,
the corpus needs to be parsed at least on the level of surface syntax, and the Word
Sketches need to be rewritten with respect to the parsing. This will increase their recall.
Next, the lexicon should be interlinked with the corpus, on which it is based. Instead
of an example selection, the user ought to have the option of viewing all relevant
concordances or a selection limited by his own choice. This would of course require a
new editing interface, which would also enable the backtracking of the lexicographer’s
conclusions in case of doubts. However, such interface would not have to be written
from scratch, as an interface for this kind of project already exists. In fact, SweVallex-
PNL is making use of the possible predecessor of this GUI, thanks to the kindness of
the NLP Lab at FI.

Parallel to the later stages of this work, a lexicographical project was launched at
the Faculty of Informatics, Masaryk University in Brno, which combined the building
of a new lexicon with a new corpus annotation — the Pattern Dictionary of English
Verbs [59]. The GUI used for the editing of the Pattern Dictionary allows for query-
ing a lemmatized corpus, creating Word Sketches, and for classifying the respective
concordances according to a CPA annotation scheme. If this GUI was adjusted to the
SweVallex-PNL annotation scheme, such linking between the corpus and the lexicon
would be ensured.

This kind of automation would not only speed up the work, but also increase the
precision and consistency even on a much larger piece of data than PAROLE is. The
result of this work would not be only a machine-readable lexicon, but also a Swedish
treebank with a multi-level annotation of predicates with very little additional efforts.
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17.6 Parallel Data

SweVallex-PNL seems to be the first attempt at bilingual CPA patterns, though multi-
linguality has been experimented with in a number of formal approaches (e.g. [145],
[49], [47], and [48], or [19]), not to speak of the intense discussion on bilingual
entries among lexicographers in general (cf. e.g. [9], [18]).

The Czech part of the lexicon, unlike the Swedish part, is to a large extent based on
introspection, although the Czech corpus SYN2005 has been consulted quite often.
With this approach the quantitative information gets lost on whether a light verb
construction is preferably translated with a light verb construction or not. To make
the bilingual work really corpus-based, the editing work would have to proceed on the
basis of a large parallel corpus. Such a corpus is not available yet, despite the effors
made within the Intercorp project [70].
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Home ConcordanceWord

List

Word SketchThesaurusSketch-Diff

parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
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parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt
parole.txt

parole.txt

Figure

17.1:

. Till Ebba sa han : --- Nu har Henning

n topparet 1988 . Omsiittningen pa smahus

ett par minuter , forsikrar han . Ndr man
beundrade han for tilamodet . Niar Lundholm inte
ar sedan 1977 , da " Stjidrnornas krig "

drar dig till bldbérstuvorna , pengar , att
Gebrselassie . - Jag var bara tvungen att
jittevinster sedan ér tillbaka . Borsen

dr dagens huvudnyhet att Kanariedarna har

det ursprungliga . Julmarknaden pa Skansen

lopp . Min malsiittning med mina lopp ir att
SOX-omsittning : 88,5 miljoner kronor . Varruset
finaler . Ddremot kommer alla simmare som

och didrmed hundratals biografchefer . I dr
031-6241_17 - Ja, det stimmer , vi har

Varfor inte . Han kinns lika bra som da han
forslag i kongressen . Tysk arbetsloshet

osiker framtid till motes . Arbetslosheten
medaljer i guld och tre i silver och han
reklamationsnimnden nér det giller datorer

plus lika mycket i bonus , om han eller hon
knappast klaga PARIS : " Jag ska nog forsoka
specialeffekter och uppfoljare sjilvklara , och
79_72_22-7 sa kommer den pa posten . Cavendish
SKARA : Det iir 15 ar sedan Andreas Andersson
4_000 kr . Sista sidan del 2 Schlager-EM

inkop av verk fortsitter Pompidoucentret att
pagar den 28 --- 31 maj . Jazzen i Haag
hojdhoppet avgors den 6 september . Patrik har nu
och Havsbandet . Fri entré . Sverigefinnar

kan miita sig med Sverige . Etikettbockerna

av tekniska problem - final i dag Wedlund
personbiista pa 3,70 for tva ar sedan . I fjol

rikna med ? Hiaromdagen , just nir hogtrycket
sig han hur alla ville ha mer . Girigheten

sysselsittning " . De vinstrika foretag som i dag

The

concordances
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slagit rekord igen
slog alltsa rekord redan
slar viirldsrekord ér
slar viirldsrekord har
slog publikrekord ,
sla rekord eller
sla rekord ,
slar rekord .
slagit turistrekord igen
slar rekord varje
sla virldsrekord ,
slog rekord -
slar viirldsrekord att
slog festivalen deltagarrekord .
slagit forséljningsrekord ,
slog svenst rekord och
slar rekord "
slar rekord .
slog 22 viirldsrekord .
slog rekord forra
slar virldsrekord .
sla viirldsrekord ,
slog rader av kassarekord .
slar rekord Auktionen
slog rekord och
slog spelrekord Melodifestivalen
sla rekord ,
slar rekord Europas
slagit viirldsrekord inomhus
slar viirldsrekord !
slar forsiljningsrekord ,
slog rekord Inte
slog hon viirldsrekord tio
slog hundraarsrekord ,
slog rekord .

slar borsrekord skulle

yielded

[word="s1a” Iword="s1dr” Iword="slog” Iword="slagit”]

[word!="ett”&tag!="A.*”&tag!="N...G.*”

[word=".*rekord”] [tag!="SPS™].

&tag!="PS.*”

Corpus: paroles'
Hits: 36
conc description

. Men de griilade inte pa mej utan lit mej

1988, tre dr innan priserna nadde toppen

, férutom férmagan att hélla bollen i luften]
han uppvisning . Det handlar mer om att]
premidrvisas denna sommar en rad filmer
négot annat ? - Jag var getapojke nir jag]
fortsatte Gebrselassie och pekade pa sina]
Samtidigt har vi inte ens lingre rad att

. Forra éret brots 8-miljonersvallen for

ar . Luciasanger framfors av barn i allmogemiljc
sa hon till nyhetsbyran Reuter efterét]

i ar igen Arets Varrus i Slottsskogen lockade
testas . Dopingtesterna flygs till Paris]

2000 kom . Tacka Kristin Lavransdotter
ganska rejilt , tva lordagar i rad , siger

vann SM pé Aby héiromveckan , péstér igaren
Aterhimtningen inte tillréicklig - det finns
Tillvixttakten stagnerar . Vreden 6ver

Efter Amsterdam la sig Nurmi i hérdtréning
aret . ARN fick da ta emot 158 anmilningar
- Tvémilsloppet i Hengelo dr mitt stora]

" sa Wilson Kipketer till Malin Ewerl6f]
Tjugo ar senare gor reprisen om bravaden
pa de 60 par som bjudits in till arets

gjorde tio mal i en och samma match for
slog omsittningsrekordet pd Tipstjénsts
berittar Paristidningar , som alla hyllade
storsta och mest cirkusbetonade jazzfestival
tvd ganger . Europarekord har han satt
Finnstafetten , virldens deltagarmissigt
men de oskrivna konventionerna dr minst
nog med att friidrottsstjérnorna och publiken
ganger om , men hennes 4,22 fran i hostas
minst , var vi ute vid Elfvik pa Lidingd
Bankerna erbjod sina anstillda 16 procent

helt enkelt tvingas behélla alla anstillda

by  the  query

&tag!="D.*”]0,3
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‘Home ‘ ‘Concordance‘Word List‘ ‘Word Sketch‘Thesaurus‘Sketch—Diff‘ Corpus: parolesw

: : - - Hits: 1
| | 1
‘VIEW optlonsHSamp eHFl ter‘ Sort ‘FrequencyHCo ocatlon‘ Save cone description

parole.txtmedeldistans . - Med lite béttre vader hade vi slagit det rekordet , sager Erik Berglof . Sdkert har han ratt

Figure 17.2: The  concordances  yielded by  the
[word="sla” Iword="slar” Iword="slog” Iword="slagit”]

[word="det” Iword="den” Iword="de”]
word="rekorden”] [tag!="SPS”]

query

[word=".*rekord” Iword="rekordet”|

‘HomeHConcordance‘Word List‘ ‘Word Sketch‘Thesaurus‘Sketch-Diff‘ Corpus: parolesw|

‘View optionsHSampleHFiIter‘ ‘Frequency"CollocationHSave‘ CHOIT’ISC :(Liescri tion

parole.txtdrémrekordet . - Jag var inte ensam om att sla det har rekordet . Alla som var har i kvall var med mig .

Figure 17.3: The  concordances  yielded by  the  query
[word="sla” Iword="s1éar” Iword="slog” Iword="slagit”]
[word="det” lword="den” Ilword="de”] [word="[dh]dr”]

[word=".*rekord” Iword="rekordet” Iword="rekorden”] [tag!="SPS”]

‘HomeHConcordance‘Word ListHWord Sketch‘Thesaurus‘Sketch-Diff‘ Corpus: parolesw|

Hits 2

conc description

parole.txt trots det faktum att filmen néstan hade slagit veckans kassarekord . Oberoende distributdrer som intervjuas

parole.txtJacquet och under hans ledning har landslaget slagit Platiniepokens rekord . I genrepet i l6rdags besegrades Tyskland

Figure 17 .4: The  concordances  yielded by  the

[word="s1a” lword="sldar” Iword="slog” Iword="slagit”]

query
[tag="D.*”]0,1
[tag="N...G.*”[tag="PS.*”]1,3 [word=".*rekord”] [tag!="SPS”]
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‘HomeHConcordance‘Word List‘ ‘Word Sketch‘Thesaurus‘Sketch—Diff‘ Corpus: parolesw

it 9

conc description

parole.txt Och 4nda blev de alltid kassafilmer som slog alla rekord . Schamyl skaffade sig Gustafsvik , ett slottsliknande
parole.txt Svar inte , ber hon . --- Den attan jag har ~ slar allarekord .  Det ar en samling snorungar . Helst skulle
parole.txt mobiltelefoner . Forséljningsstatistiken har slagit alla rekord och det har skrivits otaliga artiklar om fenomenet
parole.txt fatt vederborligt berom for , men det har  slar alla rekord . Det finns inga granser for hur 16jliga
parole.txt rapporterna som bekraftar att turistandet  slar alla rekord . Utlandska turister reser hit en masse ,
parole.txt under aren , men detta torde val isd fall ~ sld allarekord.  Det &r sa orimligt att det knappast kan
parole.txt HOGRE , FORTARE , TATARE Den svenska skogen slar alla rekord Den svenska skogen véxer si det knakar . Ett
parole.txt Men som Janne sager , sjalv tycks hannu sl allarekord.  FOTNOT : Det &r inte forsta gangen det
parole.txt borjan hatad av sina grannar har hon redan slagit alla rekord . Med 74 miljoner bes¢kare pé tio r , 24_000
Figure  17.5: The  concordances  yielded by  the  query
[word="s1a” lword="slar” lword="slog” | word="slagit”] [tag="D.*"]

[word=".*rekord”] [tag!="SPS™]
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| Home| |C0ncordance|Word| Listl

|Word Sketch |Thesaurus|Sketch | -Diff|

nyhetshyréer har rapporterat att Oslobodjenje
offervilja . Nastan alla hjélporganisationer

har Johansens " Se pa mig " den har veckan
frén Bergamo . Laget har under sasongen

. Det har det egentligen varit sedan han

skal &r grupptryck . Aktieagarvéanligheten

fria spannvidd pa ungefar 500 meter att

flera mil ut mot havet . Angermanlands kust
km/tim . Nar fransmannen Philippe Goitschel
Lady . En sagolik radiosommar Ernst Giinther
vande brant uppat 1993 . Saval 1993 som 1994
Norge &r det uppat vérre . Auktionsfirmorna
som efter att ha hamnat i vardagsutbudet

som efter att ha hamnat i vardagsutbudet
framtiden . Bjérn Carapi var narmast att
Trek-filmen First Contact pé bio som i USA . Dar
den nya serien vet jag inte , eftersom den

som Greenpeace tagit fram och som nyligen
den ekonomiska utvecklingen . Sverige har
chef Géran B Sundstrom , hade hoppats kunna
Pokal . Hon har 6verlagsna meriter . Har

bana &r inte s snabb &nnu , men Rex Rodney
toppform i de senaste starterna . Forst nar han
Laneberg , keramiker fran Halmstad , har
forklarade lékaren . Said Aouita har i &r

meter har kanadensaren Ben Johnson lovat att
Patrik obestridligen varldsetta inomhus ,
Amanda Carriero , USA . Amanda Carriero
namnas att exporten av hyvlade travaror
vunnit ett SM i rull --- stolsslalom och

vanligt blev varst utsatta . EIforbrukningen
forvantningarna hoga , inte minst sedan han
mjukt och glémdes bort . Allt medan bérsen
sydafrikanerna mest &r brottsligheten . Sydafrika
fotboll i England , da inte minst massmedierna

slagit varldsrekord i
slog insamlingsrekord under
slagit rekord med
slagit rekord i
slog distriktsrekord med
slar rekord i
sla varldsrekord for
slar skandinaviskt rekord i
slog varldsrekord i
slog rekord i
slog smaféretagen rekord i
slar rekord p&
slog tittarrekord efter
slog tittarrekord efter tittarrekord under
sl rekord i
slog filmen kassarekord i
slar rekord i
slog rekord genom
slagit varldsrekord i
sla varldsrekord med
slagit varldsrekord i
slog anda banrekord med
slog varldsrekord pa
slagit vardsrekord i
slagit varldsrekord pa
sl varldsrekord om
slog varldsrekord med
slog i langdtavlingen varldsrekord med
slog rekord under
slagit rekord i
slog rekord i
slagit varldsrekord pa
slog kursrekord pa
slar varldsrekord i
slog rekord i

221

Corpus: parolesw|
Hits: 35
conc description

antal sidor som nagon dagstidning tryckts
1994 . Katastrofen i Rwanda bidrog starkt
sina 15 veckor p& Svensktoppens forstaplats
hur & meter motstandarlagets offensiva

1,83 som 14-aring . Redan som 16-ring
bolagen . Sedan Nordbanken i hostas har
jarnvagsbroar . Vid ingangen av 1800-talet
landhéjning , 300 meter har landet stigit

Les Arcs 21 april 1993 gick det &nnu mycket
langsamt tal . Och stockholmarna akte till
lonsamhet . Tonie fick napp till slut Tonie
I6pande band . Firman Kjell Germeten sélde
tittarrekord under varen . Dessutom blir
véren . Dessutom blir det en himla massa
Falkenberg med sin De Tomaso Pantera .
slutet av forra dret . UIP planerade namligen
langrandig och nastan obegriplig avannonsering
att kora 189 mil pa 40 liter bensin . Men
sanering av de offentliga finanserna och
Smilet . Hade hon fatt leva tills hon fylIt
USA och tjénat en bra bit éver tre miljoner
13,7 . Och det syntes redan pa sista langsidan
Solvalla 6ver medeldistans i slutet av
konsten att utvinna ett stort fat ur en

2_000 meter och 5_000 meter och anségs

de yttre forutséattningarna &r goda . ---

2,38 i Berlin i februari . Han vann d&

124,73 meter . Over huvud taget holl langdgrenen
det gangna aret , séger Stréngh . --- Bara
100 meter rullstol , kdnns det snopet att
Sydsverige . Sndovadret spred sig den 10
100 yards , kort bana , i vdras . Nu fick
I6pande band , réntan traskade stillsamt
kriminalitet . - Brottsligheten har dkat
sjalvgod efterklokhet . Felet med World

Figure 17.6: The number of relevant prepositional modifiers is in fact lower than
calculated by the GUI, after a manual inspection. Concordances highlighted with

grey are to be disregarded, as the prepositional modifiers are free adjuncts. The yellow-

highlighted concordances were classified as irrealis.
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Chapter 18

Conclusion

This thesis has aimed at exploring the approaches to the so-called basic verbs (com-
monest lexical verbs) that are relevant for a Czech learner of Swedish. Basic verbs
are the commonest lexical verbs, which typically denote motion, position, or physi-
cal control (e.g., stand, set, get, go, give, hold). They are subject to various semantic
shifts, through which they exchange their literal meaning for the ability to express
some general cognitive categories — an ability that is typical of auxiliary and modal
verbs, rather than of lexical verbs. Quite often, the basic verbs combine with (mostly)
abstract nouns in the so-called light verb constructions.

Secondary meanings of lexical verbs are used probably in all languages, and there
is a significant overlap among languages in respect to which verbs behave this way
and what they express. Therefore, they usually do not pose significant understanding
problems for foreign speakers. On the other hand, for a correct and idiomatic text
production in the target language, the secondary uses of common verbs in the target
language have to be explicitly learned, as they are unpredictable.

The secondary uses of basic verbs are a tricky issue both for a foreign learner and
for the teacher. They often modify the information structure of a different predicate
like auxiliary verbs do, but their distribution may be limited to a certain group of
collocates, unlike the genuine auxiliaries — which is why they can be easily ignored by
grammar textbooks as well as by dictionaries. They are even neglected by many native
speakers among teachers; probably due to the significant disproportion between the
cognitive salience and the social salience of the uses of these verbs. Their cognitively
salient uses (i.e. uses that we intuitively associate with these particular verbs) do not
necessarily dominate over their socially salient uses (i.e. the most frequent ones in the
corpus).

One major problem with the basic verbs is that they are so frequent that their
concordances in any reasonably large corpus cannot be checked manually and need
some automatic pre-sorting. Hence, a substantial part of the work described in this
thesis comprised the configuration of the Word Sketch Engine, a tool for collocation
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analysis, for Swedish. As the Word Sketch Engine requires the corpus to be lemma-
tised and no existing Swedish lemmatiser was available at the moment due to legal
reasons, a make-do lemmatiser had to be improvised.

Despite all limitations of the corpus setup achieved, the analysis of the actual use
of some basic verbs revealed a few astonishing findings. Even though some of these
verbs have been well described in grammars (e.g. komma att, hilla pd), the corpus
analysis uncovered the importance of their revisiting (see Chapters 11 and 12).

To give the corpus analysis a consistent form, the data was explored from several
points of view:

1. grammaticalization

2. underlying syntax (FGD)

3. Corpus Pattern Analysis

4. Lexical Functions (in predicate nouns light verb constructions)

5. Transitivity Hypothesis (in predicate nouns light verb constructions)

Considering the grammaticalization enables a certain kind of ‘thinking beyond
phraseology’. This means a systematic reflection of the fact that formulations that ap-
pear particularly useful have the tendency to spread beyond their semantically compat-
ible collocates, or they abandon their original morphosyntactic behaviour and develop
a new pattern instead, in order to express a more abstract category than their original
use. The interesting thing about this is that this process does not finish by crossing the
border between ‘concrete’ and ‘abstract’, but that the shifts can even continue within
the abstract domain (see Section 3.5). The findings about Adlla pi and komma att, for
instance, are based on this approach.

The underlying syntax (Tectogrammatical Representation) is a useful tool for de-
scribing the valency behaviour of frame-evoking words. In combination with Corpus
Pattern Analysis it is able to describe the arguments and typical adjuncts with respect
to their thematic roles as well as the semantic implicatures evoked by the given pattern.

Two additional theoretical approaches were employed in the description of predi-
cate nouns: the Lexical Functions and the Transitivity Hypothesis. The Lexical Func-
tions are a well-approved instrument for capturing the semantic relation between a
collocational base and its collocate. It is particularly useful in a multilingual descrip-
tion of light verb constructions, since, given that there are equivalent light verb con-
structions in the source language and the target language, the predicate nouns are
usually equivalent, and it is the light verbs that differ across the languages in the given
semantic relation to the noun base.

The Transitivity Hypothesis, however, is a speculation, whose validity could not
be proved in this thesis. Nevertheless, pursuing it does not add up any work, and
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it could explain the varying predicate noun definiteness in light verb constructions.
The noun definiteness, along with the ability of the predicate noun to be modified
by other elements, is a feature that has been ignored in the currently available dictio-
naries, although it is vital for the idiomatic use of light verb constructions as well as
phrasemes. The proposed description pays special attention to this issue, and would
do so even without considering the Transitivity Hypothesis at all.

The proposed description of the Swedish basic verbs has the shape of a bilin-
gual machine-readable, corpus-based Swedish-Czech lexicon, which consists of two
interlinked XML components: SweVallex, the lexicon of verbs, and Predicate Noun
Lexicon (PNL), the lexicon of predicate nouns. The structure of both the lexicon com-
ponents was tested and refined on a handful of sample entries, which are attached as
an appendix.

The lexicon is now ready for the start of routine lexicographical work, with the
exception of automatic frequency counts and manual markup of irrealis and negation.
Yet moving the annotation scheme into the new CPA GUI, as proposed in the dis-
cussion, is not expected to be an issue, and it would mean a substantial enhancement

of the final product.
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siatta

Idiom:1

[[Human, Entity, Event--thwarter]JACT-obl sdtter [[Physical Object--obstacle]]DPHR-obl kdpp i hjulet/hjulen
en kdpp i hjulet/hjulen kippar i hjulen inte ndagon képp i hjulet/hjulen [[Human, Entity, Event, Process, Plan--
victim]]PAT-obl for

(for att forhindra dess funktion.)

(PAT is conceived as the correct function of a wheel system in a machine or a vehicle, and the wheels are to be stopped by placing a
stick in a wheel.)

[[Human, Entity, Event--thwarter]]JACT-obl +1, pitekazi kazi [[Action, Activity-- effort]]JPAT-obl +4,
[[Human, Entity, Event--victim]JADDR-obl +3,

[[Human--thwarter]JACT-obl +1, [[Institution, Social System, Process, Plan--destructive, arogant
machinery]]PAT-obl +3, sype [[--]IDPHR-obl pisek do soukoli

[[Human--thwarter]JACT-obl +1, sype [[--]IDPHR-obl pisek do soukoli néceho

Da gdiller det att foraldrade system inte sdtter kdppar i hjulen for entreprenorer och entusiaster.

Det nya bidragssystemet ddr universitet och hégskolor skall slussa igenom allt fler studenter sdtter ocksd
képpar i hjulet for intrddesprov .

Personalbrist har tidigare satt kdppar i hjulet for just det hdr behandlingshemmet.

Idiom:0

[[Human, Horse, Animal--]JACT-obl sdtter [[--]]DPHR-obl sg bare noun pn_ref:fart-saetta
[[Route--]]DIR3-obl

(walking, running)

[[Human, Horse, Animal--]JACT-obl vyrazi vydd se vykroci vyjde jde [[Route--]]DIR3-obl

[[Human, Horse, Animal--]JACT-obl dd se [[--]]CPHR-obl do+2, pohyb sg

[[Human, Horse, Animal--]JACT-obl nabere [[--]]CPHR-obl +4, rychlost sg

Han satte fart ner mot batarna .

Sa satte jag fart ner mot séder och kom fram till porten i det hus dér Sulan bor .

De satte full fart direkt och passerade banan pd 10 sekunder .

Det var ndagot magiskt med det ddr sekundsnabba svindlande 6gonblicket ndr vdara blickar méttes , innan de
smdckra djuren satte fart 6ver géirdet eller in i skogen .

Idiom:0

[[Human--]JACT-obl sdtter [[--]]DPHR-obl sg bare noun pnl_ref:fart-saetta [[Route--]]DIR-obl

(hurry up to continue the journey)

[[Human--]JACT-obl vyjde jde vyrazi vyda se vykroli [[Route--]]DIR1-obl

Nej , nu mdste vi sdtta fart . Vi ses pad torsdag .

Idiom:1

[[--]JACT-obl sditter [[--]]DPHR-obl fart pd hjulen fart pd hjulet

[[--]]JACT-obl da [[--]]PAT-obl +3, [[--]]CPHR-0bl impuls k cinnosti

(ACT makes a process start or speed up)

[[--1JACT-obl piinese oZiveni [[--]]PAT-obl

[[Human, Institution--]JACT-obl se rozhoupe [[Activity, Action--]]PAT-obl k+3,

(ACT starts an activity)

Sdnkta inkomstskatter - for medelinkomsttagare fran 22 till 18 procent - parade med ldttnader for
smdforetagarna skall enligt PP sdtta fart pd hjulen.

Ar det rutin eller erfarenhet man pratar om ? Ar det inte pd tiden att vi séitter fart pd hjulet ? Jag vet att det
pd riks- och distriktsniva inom mdnga idrotter vdljs in allt fler kvinnor och ungdomar .

Idiom:0

[[Vehicle, Human--]]JACT-obl séitter [[--]|DPHR-obl sg bare noun pnl_ref-fart-saetta [[Route--]]DIR3-obl
[[Vehicle, Human--driver]]ACT-obl se rozjede nabere rychlost vyrazi [[Route--]]DIR3-obl

lof7 4/27/2009 5:17 PM
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Philip Kimberly sdg pd ndr Penelopes tag satte fart mot London .

Idiom:0

[[Human--]JACT-obl sdtter [[--]]DPHR-obl sg bare noun pnl_ref:fart-saetta [[Activity, Action--]JPAT-obl med
(energetically)

[[Human--]JACT-obl se da se pusti se vrhne [[Activity, Action--]]PAT-obl do+2,

Sedan satte hon full fart med disk och avdukning , bdddning och tviitt.

Idiom:

[[Process,Activity--]JACT-obl sédtter [[--]]DPHR-obl sg bare noun pni_ref:fart-saetta
[[Process,Activity--]JACT-obl +1, nabere [[--]|DPHR-obl +4, obrdtky pl

[[Process,Activity--]JACT-obl +1, se rozjede

Produktionen satte fart och landsbygden var inte ldngre sd isolerad .

Idiom:0

[[Human--driver]JACT-obl sédtter [[--]]DPHR-obl sg bare noun pni_ref fart-saetta [[Car, Motorbike, Truck,
Boat, Device--]]JPAT-obl pa

[[Human--driver]JACT-obl +4, nastartuje rozjede [[Car, Motorbike, Truck, Boat, Device--motor]]PAT-obl
+4,

man pulsar genom snon till sin Lada med vev i handen , nynnande 'Pramdragarnas sang', och med en enda
kraftfull Absolut Ren Smirnoff sdtter fart pd den fyrcylindriga férbrinningsmotorn ( ndstan samma som i
Volvo ) och sedan bjuder grannens férklemade och degenererade dkdon pd startstrém ...

Idiom:0

[[Human--impulse]JACT-obl sdtter [[--]]DPHR-obl sg bare noun pn_ref fart-saetta [[Human,
Institution--]]JPAT-obl pa

(, sa att PAT sitter i gang med en (implicit) aktivitet.)

[[Human--]JACT-obl sebrat se a jit néco délat

(and start ot take up again what has to be done)

[[Human, Entity, Event--]JACT-obl uvede [[--]]CPHR-obl do+2, pohyb sg [[Human, Institution--]]PAT-obl
+4,

[[Human, Entity, Event--1JACT-obl probudi povzbudi vybudi pFiméje podniti [[Human,
Institution--]]JPAT-obl +4, [[Action, Activity--]JEFF-obl k+3, aby

Beskedet fran OCB satte fart pd kommunen som inte réiknat med att komma igdng med arbetet forrin 1997 .
Men nu mdste jag se till att jag sdtter fart pd mig och dker tillbaka till stan.

Idiom:0

[[Human, Entity, Event--]JACT-obl sétter [[--]]DPHR-obl sg bare noun pni_ref-fart-saetta [[Event, Process,
Activity, Action--]]PAT-obl pa

(, sa att den satter i gang.)

[[Human, Entity, Event--]]JACT-obl vyvolad rozviii odstartuje rozjede [[Event, Process, Activity,
Action--]]PAT-obl +4,

[[Human, Entity, Event--]]JACT-obl uvede [[--]]CPHR-obl do+2, pohyb sg [[Event, Process, Activity,
Action--]]PAT-obl +4,

En oregelbunden dppning pd New York bérsen satte fart pd kdpintresset pd Stockholmsbérsen i slutskedet av
mdndagens handel .

Tragedin har ocksa satt ny fart pd vapendebatten i Storbritannien.

Légre rantor sdtter ndmligen fart pd ekonomin och skapar jobb - vilket drar upp inflationen .

Idiom:0

[[--racer]]JACT-obl sdtter [[--]]CPHR-obl pnl_ref:rekord-saetta

Idiom:0

[[Human--]JACT-obl sdtter [[Body Part, Artifact--cover]]PAT-obl [[Body Part, Artifact--]JADDR-obl for
(for att tdcka den)

[[Human--]]JACT-obl [[Human--]JADDR-opt +3, da [[Body Part--cover]]PAT-obl +4, [[Body Part,
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Artifact--]]DIR3-obl pied+4, na+4,

[[Human--]JACT-obl zakryje pFikryje [[Human--]JADDR-opt +3, [[Body Part, Artifact--]]PAT-obl +4,
[[Body Part, Artifact--cover]]JEFF-obl +7,

" Ah , nej | " Gwen satte en hand fér munnen och bleknade .

Hon satte ett finger for mun och lyssnade uppdt taket .

Tora satte handen f6r munnen men det syntes pd égonen att hon skrattade .

Han sdtter handen for luren .

Med ett ldgt utrop satte han hdnderna for ansiktet.

Hotell och restauranger satte vindskivor for fonstren.

Idiom:0

[[Human--]JACT-obl sdtter [[Inanimate--]]PAT-obl [[Location--]]DIR3-obl pa plats sg no possessive
pron insertion allowed

[[Human--]JACT-obl dd [[Inanimate--]]PAT-obl [[Location--]]DIR3-obl na+4, misto sg typically modified
by 'své’

Jag satte cykelkorgen pd plats och ldaste upp cykeln.

Idiom:0

[[Human--]JACT-obl sdtter [[Human, Animal--]JPAT-obl ¢ypically reflexive [[Location, Physical
Object--]]DIR3-opt

[[Human--]JACT-obl posadi usadi [[Human, Animal--]]PAT-obl typically reflexive [[Location, Physical
Object--]]DIR3-opt

Modern sdtter den lilla flickan pd en stol vid sidan om Charles.

Han far sétta kdrringen i traktorn .

Getrud sdtter sig pd stolen intill skrivbordet .

Jag kunde inte bara sétta mig pd tdaget och resa bort ifrdan alltihop.

Han satte sig pd sin plats i dubbelbdnken och beredde sig pd allting.

Hon satte sig pad platsen bredvid honom och sldtade till sin korta kjol .

Sa fick jag sdtta mig pa toaletten.

Idiom:1

[[Human--]JACT-obl sdtter [[Human--]]PAT-obl never reflexive [[--]]DPHR-obl sg no no adjectivepd
plats [[Speech Act, Action--]]MEANS-typ med genom

(After the given action/speech act, the counterpart is not able to fight back immediately.)

[[Human--]]JACT-obl usadi [[Human--]]JPAT-obl [[Speech Act, Action--]]MEANS-typ

Antligen , nu har vi satt dem pd plats | Nu vdgar man vara socialdemokrat igen , jublade Spori i
mobiltelefonen.

Ddrmed satte Ingrid samtliga sina landslagstjejer pd plats under de avslutande dtta serierna .

Idiom:0

[[Human, Device--]JACT-obl sdtter [[Physical Object --]]JPAT-obl [[Location, Physical Object--]]DIR3-obl
(where it is meant to come, and the entity to be placed is not perceived as primarily vertical or primarily horizontal)

[[Human, Device--1]JACT-obl da umisti usadi stréi zastrci pripevni pFibije pFilepi priSpendli pFisije
pFitiskne nasadi vloZi p¥iloZi zasune [[Physical Object--]]PAT-obl [[Location, Physical
Object--]]DIR3-obl

hatten pad termosflaskan

locket pd tuben

nyckeln i ldset

kaffekopp pa bordet

kldmmor i hdret

handen bakom Andros rygg

hdnderna mot hofterna

extra glans i 6gat eller pd kinden
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pilsnern i halsen

en guldkrona pd hennes huvud

och sd satte hon pekfingret under hakan pd Franzon

en prydnad pad blusen

sina tdnder i skalet

Han satte pappformen med pommes-friten till munnen , stjdlpte huvudet bakdt och hillde i sig de sista
smulorna och saltkornen .

Grabben satte tummen éver dppningen , skakade flaskan och rdckte den till Reine .

fotterna pa pedalerna

korten i album

rosor i vas

fyr pd bilen

hatten pd huvudet

ribban sd hégt att man mdste vara vdrldsmdstare for att komma over

Hon satte drat till dorren och tyckte att hon horde ett hasande ljud inne i rummet.

Idiom:

[[Human, Animal, Device--]]JACT-obl sdtter [[Body Part, Weapon--edge, claws, teeth, nails]]PAT-obl
[[Location--]]DIR3-obl i

(where it is meant to come, and the entity to be placed is not perceived as primarily vertical or primarily horizontal)

[[Human, Animal, Device--]JACT-obl zatne zabodne zapichne [[Body Part, Weapon--edge, claws, teeth,
nails]]PAT-obl [[Location, Physical Object--]]DIR3-obl do+2,

Jag satte tanderna i hans axel och bet till sd hdrt jag kunde .

... kan man ibland komma ovanfor bjérnar och sdtta ett spjut eller en pil i dem innan de ser en .

Idiom:0

[[Human, Institution, Military--authority]JACT-obl sédtter [[Human--guilty]JPAT-obl [[Location, Institution--
prison]]DIR1-obl i

[[Human, Institution--authority]JACT-obl vsadi [[Human--guilty]]PAT-obl [[Location, Institution--
prison]]DIR1-obl do+4,

Atta biskopar plus ett stort antal prister sattes i fingelse .

Polisen lyfter bort en fyllerist fran tunnelbanan och sdtter honom i en cell pad polisstationen .

Idiom:0

[[Human, Institution, Concept, Document, Social System, Medium--]JACT-obl sédtter [[Concept--]]PAT-obl
[[Concept--]]DIR3-0bl i

[[Human, Institution, Concept, Document, Social System, Medium--]]JACT-obl stavi [[Concept--]]PAT-obl
[[Concept--]]DIR3-0bl do+4,

mdnniskans behov i centrum

arbetsinsatsen i proportion till indrivna botespengar .

For alla verksamma inom rdttssystemet borde det vara naturligt att sdtta ménniskan i fokus .

Idiom:0

[[Human--]JACT-obl sdtter [[Human--]]DIR1-obl frén sig probably just reflexive ifran sig probably
just reflexive [[Artifact, Food, Container, Beverage--]JPAT-obl

(och gor darmed klart at han inte vill ha mera)

[[Human--]]JACT-obl edstrci [[Artifact, Food, Container, Beverage--]JPAT-obl +4,

Hon satte ifran sej brickan pd bordet och gick fram mot ena viggen .

Idiom:0

[[Human--]JACT-obl sdtter [[Device--adjustable control]]PAT-obl [[Mathematical Value, Plan,
Service--]]EFF-opt pa

[[Human--]]JACT-obl nastavi naiidi [[Device--adjustable control][PAT-obl +4, [[Mathematical Value, Plan,
Service--]]EFF-opt na+4,
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Han stiger upp igen och sdtter vdickarklockan pd ringning

skrek Boel " Jéttebra " och satte duschen pd hégsta frds och lit vattnet rinna éver sitt huvud .

Idiom:0

[[--]IACT-obl sdtter [[Artifact--imprint, trace, footprint]]PAT-obl pnl_ref: [[Location--]]DIR3-aobl
[[--TJACT-obl zanechad [[Picture, Property--imprint, trace, footprint, fingerprint]]PAT-obl +4, stopa, otisk
[[Location--]]LOC-obl

sin lilla hund som satte jordiga tassavtryck pd den rosarutiga drdéktjackan .

...vad det var som hade satt sina spar runt liket .

Tdrarna rann nerfor kinderna och satte spar i make-upen .

Idiom:0

[[Eventuality, Event--][JACT-obl sdtter [[--trace]] CPHR-obl pnl_ref:spaar-saetta [[Physical Object, State,
Property--]]PAT-opt

[[--1JACT-obl zanecha [[Picture, Property--imprint, trace, footprint, fingerprint]] CPHR-obl +4, stopa
[[Physical Object, State, Property--]]JPAT-opt

Idiom:1

[[Anything--hint, advisor]JACT-obl sédtter [[Human, Animal, Institution--pursuer]]PAT-obl [[--]]DPHR-obl
pnl_ref:spaar-paa-satta

[[--hint, advisor]]JACT-obl pFivede [[Human, Institution--pursuer]]JPAT-obl +4, [[--]]DPHR-obl na+4,
(spravnou/spatnou) stopu

Idiom:0

[[Physical Object, Event--]]JACT-obl sdtter [[Cognitive State--]JCPHR-obl [[Human, Human Group,
Animal--]]PAT-obl i

[[Physical Object, Event--]JACT-obl vyvold vzbudi probudi [[Cognitive State--]JCPHR-obl +4, [[Human,
Human Group, Animal--]]PAT-obl v+6,

Han har forstas lagt dit dom for att sétta skrédck i mej .

vederligga pastor Ohrstrom och sdtta kurage i hans dottrar.

Idiom:

[[Human, Human Role--teacher, judge]]JACT-obl sdtter [[Information--score]]CPHR-obl [[Human, Activity,
Action--pupil]]PAT-obl pa

[[Human, Human Role--teacher, judge]JACT-obl vystavi vystavuje dd ddvd [[Information--
score]]CPHR-obl +4, vysvédceni [[Human--pupil]JPAT-obl +3,

[[Human, Human Role--teacher, judge]]ACT-obl udéli udéluje [[Information--score]]CPHR-obl +4,
znamka [[Human--pupil]JPAT-obl +3,

[[Human, Human Role--teacher, judge]]ACT-obl zndmkuje ozndamkuje [[Human--pupil,
performance]]PAT-obl +4,

censorerna var ocksd till for att sétta betyg pa ldrarna

Idiom:

[[Human, Institution, State--]JACT-obl sdtter [[Concept, Rule, Mathematical Value--]JPAT-obl pnl_ref:pris-
sdtta-1

[[Human, Institution, State--]JACT-obl uréi urcuje stanovi vymezi [[Concept, Rule, Mathematical
Value--]]PAT-obl

Och dels vill de vil kunna reglera lonerna pd det sdttet , eftersom de sjdlva sdtter priserna pd materialen .
Trots rorlig véixelkurs kan riksbanken inte sjdlvstdndigt sdtta réintorna .

Andd visar exemplen tydligt hur svdrt det kan vara for enskilda fondkommissiondirsfirmor att séitta grénser .
Detta kan sditta en mental grdns for fortsatt integration .

Idiom:1

[[Human, Institution--authority]JACT-obl sdtter [[--]]PAT-obl pnl_ref:pris-sétta-2

[[--authority]JACT-obl vypiSe [[--]]PAT-obl +4, odména sg na/za néci hlavu
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Till och med den liberala amerikanska rdttvisan tréttnade sa smdaningom pd detta néringsfang , domde honom
till déden och satte ett pris pd hans huvud .

Idiom:0

[[Human--criminal]JACT-obl sdtter [[--]]DPHR-??? [[Physical Object--]]JPAT-obl pa

(always an evil and harmful deed)

[[Human--criminal]JACT-obl zapdli podpali [[Physical Object--]JPAT-obl

[[Human--criminal]JACT-obl zaloZi [[--]]CPHR-obl +4, poZdr néceho, nékde

Jonna dr rddd for att Johannes vill sétta eld pd huset .

Idiom:1

[[--]IACT-obl séitter [[--]]DPHR-obl no krokben [[Human--victim]JPAT-obl for

(to make PAT stumble)

[[--1JACT-obl nastavi [[--]]DPHR-obl +4, noha sg [[Human--victim]]PAT-obl +3,

Plétsligt var det ndgon som satte krokben for honom och han {61l handlést till marken , yr och mérbultad .
Idiom:0

[[--1JACT-obl sdtter [[Physical object--]]PAT-??? fiilla [[Animal, Human--prey]]JADDR-obl
[[Human--hunter]JACT-obl strazi nastrazi [[Physical object--]|PAT-??? +4, past [[Animal, Human--
prey]]ADDR-obl na+4,

Den enkla sanningen dr den att de dr for riskabla att jaga om man inte sdtter féllor for dem .

Idiom:0

[[--]JACT-obl sdtter [[Information--punctuation]]PAT-obl kryss, frdagetecken, parentes, utropstecken,
punkt [[--]]DIR3-obl

[[--1JACT-obl udéla napise [[Information--punctuation]]PAT-obl +4, kFiZek, otaznik, zavorka,
vykiicnik, tecka [[--]]DIR3-obl

[ hést far du sétta kryss framfér din favoritpolitiker . EU-valet den 17 september ...

Idiom:1

[[--]JACT-obl sdtter [[Information--punctuation]]DPHR-obl firdgetecken [[Information, Concept--]]PAT-obl
for framfor

[[--1JACT-obl udéla napise [[Information--punctuation]]PAT-obl +4, otaznik [[Information,
Concept--]]JPAT-obl u+2, k+3,

[[--1JACT-obl zpochybni zpochybiiuje [[Information, Concept--]]PAT-obl +4,

Ett annat foretag pd listan man skulle kunna sdtta ett frdagetecken framfor dr WM-data .

Men professor Radetzki sditter ett fragetecken for de alternativa energislagens maojlighet att bli
konkurrenskraftiga gentemot olja , gas och kol lingre fram pa 2000-talet .

Idiom:1

[[--1JACT-obl sdtter [[Information--punctuation]] DPHR-obl utropstecken [[Information,
Concept--]]JPAT-obl efter

[[--1JACT-obl udéla napise [[Information--punctuation]]PAT-obl +4, vykFié¢nik [[Information,
Concept--]]JPAT-obl u+2, k+3, za+4,

[[--1JACT-obl zditrazni zdiiraziiuje [[Information, Concept--]]PAT-obl +4,

Det dr dérfor jag sdtter ett utropstecken pa Folkrérelsealliansens forslag till budget 2006 och planperioden.
Idiom:1

[[--]IACT-obl sditter [[Information--punctuation]]DPHR-obl [[Information, Concept--]]PAT-obl
[[--1JACT-obl udéla napise [[Information--punctuation]]PAT-obl +4, vykFi¢nik [[Information,
Concept--]]JPAT-obl u+2, k+3, za+4,

[[--]]ACT-obl zdiirazni zdiraziiuje [[Information, Concept--]]PAT-obl +4,

Det dr dirfor jag sdtter ett utropstecken pd Folkrorelsealliansens forslag till budget 2006 och planperioden.
Idiom:1

[[--1JACT-obl sdtter [[--]]DPHR-obl pnl_ref:saetta-punkt-1 [[Activity, Process--]]PAT-obl for
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[[--1JACT-obl udéla [[--]IDPHR-??? +4, tecka sg [[Activity, Process--]JPAT-obl za+7,

Idiom:1

[[--1]ACT-obl sdtter [[--]]DPHR-0bl pnl_ref:saetta-finger-1 [[--something not obvious]]PAT-obl pa

(to define or explain it)

[[--]JACT-obl ukdZe [[--]]DPHR-??? +7, prst sg [[Activity, Process--]]PAT-obl na+4,

Den dr sd enkel att ett par av mina favoritforfattare , Carl-Henning Wijkmark och Tobias Berggren , pd
endast ett par minuter i sina respektive Sommarprogram i radions P 1 pd ett klargérande sditt lyckades sdtta
fingret pd vad det handlar om .

Idiom:0

[[--1JACT-obl sdtter [[Animate--offspring]]PAT-??? [[--]IDPHR-obl vérld sg def till virlden
[[--1JACT-obl privadi pFivede [[Animate--offspring]JPAT-??? +4, [[--]IDPHR-obl svét sg na svét
Andra djur som vargar , schimpanser , 6rnar och myror sdtter manga ungar till véirlden nér de har chansen .
Idiom:0

[[--]IACT-obl sdtter

[[--1IACT-obl

sdtta potatis

Idiom:1

[[--]IACT-obl sditter

[[--]JACT-obl

Men dess forslag sdtter i sjdlva verket strdlkastarljuset pd ett langt mycket storre svenskt problem...
Idiom:1

[[--]IACT-obl sdtter

[[--]]JACT-obl

Och nu skulle han inte sdtta sin fot i den hér hdlan forrdn till réittegangen om han kunde slippa .

satta sig

Idiom:0

[[Human--]JACT-obl sdtter sig [[--]]DPHR-obl p4 huk sg no [[--]]DIR3-opt
[[Human--]JACT-obl se posadi si sedne [[--]]DPHR-obl na bobek [[--]]DIR3-opt
Idiom:0

[[--]JACT-obl sdtter sig

Det dr alldeles for mycket mjél i pannkakorna . Dom sdtter sej i tinderna .
Lukten hade satt sig i kldderna . usadit se, ulpivat

Det dr plusgrader , isen suger - yxan sdtter sig djupt.

Idiom:0

[[Human--]JACT-obl sdtter sig [[--]]CPHR-obl
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PNL - Predicate Noun Lexicon
r8k0 rd neutrum rekord

personlig svensk tidigare svarslagen oslagbar dyster alla
védrldsrekord publikrekord tittarrekord turistrekord kassarekord insamlingsrekord forsdljsningsreport
hundradrsrekord
utan segerchans pd lopande band
]slé ID:rekord-slaa Operl Liqu telic punctual volitional
prekonat rekord
prekonavat rekordy
zlomit rekord
lamat rekordy
pokorit rekord
trhnout rekord
prekrocitrekord
With postpositive definite article only:
Mdlet dr att sla svenska rekordet 1.45 ,92.
Virldsrekordet hdller sovjetiska geologer som ndtt tolv kilometers djup pd Kolahalvén forra aret . Nu ska
vasttyska forskare sld rekordet .
..dr tre hundradelar snabbare dn Strenius veckogamla notering . - Andd gjorde jag inget perfekt lopp . Det
fmns mer att hdmta , berdttar Sveriges sprinterkung pd telefon fran Cottbus . - Men det satt skont att sla
rekordet .

:WIth both pre- and postpositive definite article:

Vinnartiden 1. 12,7 dr bara tvd tiondelar frdan Sugarcane Hanovers virldsrekord ver medeldistans . - Med
lite bdttre vider hade vi slagit det rekordet , siger Erik Berglof .

:Sa sent som forra lordagen satte han svenskt rekord i spjutkastning for sin drsklass . - I regn och ruskvdder
nere i Lund . Den som siktar pd att sl det nya rekordet mdste kasta 28,26 . ‘
En héipnadsviickande segermarginal for Isabelle , som slog det tidigare BOC-rekordet for denna stréicka med
drygt tvd dygn.

With possessive pronoun or genitive:

Detta trots det faktum att filmen ndstan hade slagit veckans kassarekord.

‘Under hans ledning har landslaget slagit Platiniepokens rekord. ‘
Bestsellern Golf har nu passerat tillverkningssiffran 16 miljoner , har ddrmed slagit T-Fordens gamla rekord
, men har fortfarande en bit kvar till ur-Folkans vdrldsrekord pd 22 miljoner bilar.

...som hdromdagen slog sitt personrekord i blabdrsplockning i Luleskogarna.

A eta inledde med att i forsdken sld sitt eget svenska rekord med 21/100-delar, noterade 1.02 ,00.

With other no-article determiner:
kassafilmer som slog alla rekord.
Den har nyss haft premidr och slagit alla tc'inkbara rekord

possgen ,,, also reflexive [[Human, Animal, Artifact=racer]] Implicature:

Bestsellern Golf har nu passerat tillverkningssiffran 16 miljoner , har ddrmed slagit T-Fordens gamla rekord
, men har fortfarande en bit kvar till ur-Folkans vérldsrekord pa 22 miljoner bilar .

PAT-:

i [[Activity, Property=discipline]] Implicature:

i langdhopp
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i omdomesloshet

Pa.., contains a numeric expression [[Activity=subdiscipline]] Implicature: specified with
amount/manner of performance

pd 400 meter hdck

EFF-:

med [[Mathematical Value=performance]] Implicature:

Produktionen under april slog nytt rekord med en genomsnittlig dagsproduktion av 3,1 miljoner fat olja.
genom [[Activity, Action=performance]] Implicature: the way in which the record was set

nyligen slog rekord genom att kéra 189 mil pa 40 liter bensin.

REG-typ:

for ,, ,plural [[Vehicle, Human, Horse=racers]] Implicature: group defined by a feature, e.g. age limit or
weight

for enskrovsbdtar éver Atlanten frdan vdst till st

for ,,, mostly singular [[Property,Activity,Route=discipline]] Implicature:

for snodjup

for strdackan New York-San Francisco

for ,,, mostly singular [[Vehicle, Human, Institution, Horse, Artifact=performer]] Implicature:
performances of one single entity are compared

dven éresundsbron kommer med sin fria spdnnvidd pd ungefdr 500 meter att sld vérldsrekord for
jdrnvédgsbroar .

TFRWH-typ:

fran [[Action,Time Point=occasion]] Implicature: on which a relevant record was set

fran VM i Rom férra dret

vid [[Action=occasion]] Implicature: on which a relevant record was set

vid en tavling i osttyska Cottbus

for [[Time Period=time since when the latest relevant record was set]] Implicature:

hennes rekord for fyra dr sen

TFHL-typ:

for,,, noun phrase [[Time Period=]] Implicature: since the former record or for a given period in which
the performances were observed

foriar

possgen,,, noun genitive [[=Time Period]] Implicature: time span since the former record or for a
given period in which the performances were observed

veckans kassarekord

]sétta ID:rekord-saetta Operl telic punctual volitional

dosahnout rekordu

wtvorit rekord

udelat rekord

ustanovit rekord

As bare noun:

commonest definiteness

Den karismatiske hojdhopparen tog EM-guld i Split i Kroatien 1990, satte juniorvérldsrekord och vann
junior-VM samma dr.

Déir satte hon nytt Julklappsrekord och nytt personligt rekord med 10,41 .

varje simmare som sdtter personligt rekord drligen har fortjinat resan till Strasbourg

Geir Karlstad satte viirldsrekord pd distansen vid tivlingar i Heerenveen.

I fjol satte malmoborna rekord for Guinness egen bok med 84_000 krdftor.
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dst pa Chart Hills-banan denna dag var dock skotskan Dale Reid , som satte nytt banrekord med 66 slag .
Uddevallatjejen Louise Karlsson satte nytt rekord pa 200 m medley .
asketlaget Detroit Pistons har chansen att sdtta nytt publikrekord for en sdsong i proffsligan NBA .

With indefinite article: ‘
Néir han vil var i luften verkade ribban ligga flera meter under honom , han satte ett oslagbart varldsrekord /
Det var det dr dd priserna steg med 5000 procent och Argentina satte ett svdrslaget vérldsrekord i ‘
hyperinflation .

Gebrselassie satte ett fantastiskt vérldsrekord pd 5 000 meter vid DN Games i Globen den 20 februari

With possessive pronoun or genitive: ‘
Pa Stadion , dér Patrik satte sitt vérldsrekord ( 2.42 ) for mindre dn tvd mdnader sedan , gick han nu in redan
pa 2. ] 6.

With other no-article determiner:
Om jag siitter ndgot rekord sd kommer det snart ndgon och sldr det .

possgen [[Human, Animal, Artifact=racer]] Implicature:

PAT-:

i [[Activity, Property=discipline]] Implicature:

i fallskdrmshopp

i héjdhopp inomhus

i spjutkastning

i antalet utvisningar for en mdlvakt

i hyperinflation

pé .., contains a numeric value or a quantlﬁer [[Activity=subdiscipline]] Implicature: specified with
amount/manner of performance

pa 200 meter brost

pa 300 meter

pd distansen

EFF-:

med , ., contains a numeric value or a quantiﬁer [[Mathematical value=performance]] Implicature:
Han satte nytt svenskt rekord med 1.48 ,89 min

Det aret satte firma Steiff rekord med 974_000 tillverkade nallar.

genom [[Activity, Action=performance]] Implicature:

Patrik Stenlund satte gdrdagens andra svenska inomhusrekord genom att klara 5,70 m i stavhopp i Skelleftea .
notera ID:rekord-notera Oper1 telic punctual volitional \
pripsat si rekord

zaznamenat rekord

As bare noun:

commonest definiteness

Astraaktierna noterade kursrekord : Astra A steg 7:50 kronor till 247:50 .

Beijers samtliga aktieslag noterade igdr nya kursrekord .

Det Skédne-baserade utvecklingsbolaget Actives bdda aktieslag noterade kursrekord pd torsdagen
Tre gdnger noterade han viirldsrekord pd den klassiska bandistansen 5 engelska mil

With indefinite article:
an gjorde det pd 1_500 meter diir han noterade ett praktfullt nytt svenskt rekord med tiden 15.17 ,01 .

With postpositive definite articleonly:
Under vdren tréinades han dock upp rejdlt , och forsta sdsongen travade han in 194_115 kr och noterade
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‘rekordet 1.30,8 vid seger . l
With possessive pronoun or genitive: |
VM-fotbollen noterade tidernas publikrekord med 68604 dskddare i snitt pd 52 matcher .

possgen,,, not realized [[Human, Animal, Asset=racer]] Implicature:

EFF-:

,, numeric expression [[Mathematical Value=performance]] Implicature:

noterade rekordet 1.30,8

med [[Mathematical Value=performance]] Implicature:

VM-fotbollen noterade tidernas publikrekord med 68604 dskddare i snitt pa 52 matcher .

PAT-:

pé [[Activity, Route=discipline]] Implicature: specified by amount/way of performance required
hon hade noterat ett nytt svenskt rekord pa 5_000 meter

StO p p neutrum stopp

]sétta ID:stopp-saetta Operl Caus telic punctual volitional

zastavit néco

ucinit nécemu pritrz

As bare noun:

Den inflytelserika militdren har hittills satt stopp for en sikerhetspolitisk kursdindring for Turkiets del .
Hagman spelade i AIK , Djurgdrden och Spinga innan en knéiskada satte stopp for karriiren . :
Han sager sig vara tillrdckligt disciplinerad for att sdtta stopp vid i genomsnitt 40 timmars arbete per vecka .
Vi dr inte oroliga for att regeringen sitter stopp for Telias planerade Guld-TV-kanal . ‘
Nar Kroatien utropades som egen stat drdjde det inte ldnge forrdn kriget satte stopp for all turism under ﬂera

for [[Activity, Action, Plan, Process=]] Implicature:

fa rt utrum farter
full ny
satta ID:fart-saetta-1 NA
RSTR-opt:
., full [[=]1 Implicature:
., ny [[=]] Implicature:

n am n neutrum namn

]sétta ID:namn-saetta Operl
pojmenovat

As bare noun:
Hon kunde inte scitta namn pd det hon kéinde .

pé [[Entity, Eventuality, Event, Property=name-bearer]] Implicature: refer to with its correct name

respekt wumnone
]respekt ID:respekt-i-saetta-sig Labor2_1 Incep Caus

As bare noun:
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Oberg dr skickligast i Sverige pd att kunna hdlla kontroll pd sina matcher , utan att behéva sitta sig i respekt
enom att utdéma en massa tidiga utvisningar .
ag forsoker att sdtta mig i respekt hos Ronaldo pd ett tidigt stadium .

ACT-:

hos [[Human, Institution,Animal=]] Implicature:

MEANS-typ:

genom [[Activity, Action, Property=]] Implicature:

0
S pa r neutrum spar

djup drastisk outpldnlig tydlig

]sétta ID:spaar-saetta Operl NA non-volitional

zanechat stopy

zanechdvat stopy
As bare noun:

jAnpassningen till Schengenavtalets omfattande regelverk har redan satt spar i svensk politik .

‘Dessutom dr vi inne i ett rdtt sd markant generationsskifte . Sdadant bér ocksa sditta spar .

With possessive pronoun or genitive:

Most frequently used with reflexive pronoun in the abstract reading

Misshandeln och hoten har redan satt sina spdr psykiskt .

Baby-boomen i mitten av dttiotalet har satt sina spar .

..., sa Hoddle , som redan efter ett dr som forbundskapten har satt sina spdr i Europas mest konservativa

fotbollsland .

]sétta ID:spaar-paa-saetta NA telic punctual NA

As bare noun:

probably only with adjective insertion

Andra lyckosamma prestationer svarade backen mats Alba for tack vare tva slagskott , som satte
stockholmarna pd rdtt spar .

With postpositive definite articleonly:
... en man frdn skolstyrelsen hade varit dir och frdgat efter Lucy , att det var Alice Broughton som hade satt

RSTR-opt:
.., fel, rdtt [[=]] Implicature: harms or helps the pursuit

p rIS 1 neutrum_utrum pris, priser
]sétta ID:pris-satta-1 NA NA volitional

/As bare noun:
rare, probably just plural neutrum

Det finns mdnga olika siitt att siitta pris och att ta betalt och dér hoppas han pd en stérre spridning dn pd
Minitel .

With indefinite artice:
Margita Bjorklund menar att det inte gdr att sitta ett pris pd Energibolaget
Vi satte ett pris , méklaren ordnade visning och vi fick tre intresserade spekulanter .

With postpositive definite article only:
rare
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APP-:

pa,.. [[=]] Implicature:

\sétta ID:pris-satta-2 NA telic volitional
DPHR-:

., [[=1] Implicature: ref: phr-pahuvud

pé. huvud vana
APP-obl:

,, , reflexive pronoun [[=]] Implicature: ref:

p U n kt utrum punkter
satta ID:punkt-saetta-1 NA

/As bare noun:

‘commonest definiteness

Inom en halvtimme , nir nattmorkret satte punkt for blodbadet , hade allt beklanskt motstdnd krossats .
Kalla kriget satte punkt for en epok i vérldshistorien .

iIngvar Carlsson har satt punkt for sin géirning som statsminister och partiledare

With indefinite article:
probably triggered by adjective modifier
Manhem satte en fin punkt for sin absolut biista sisong ndgonsin i elitserien .
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#lempas2 adding "aeiouy0aa"

#The following 3 lines resolve plural indefinites of uters and neuters ending with
"lerna®, "larna®, "narna®, "nerna® and “"rarna“:

s/AN\([MN\t]* [ aeiouy6dd]\)\ (1 [ae] rna\)\t\(NC[UNTPN@DS\)$/\1\2\t\1eI\t\3/;
s/™N\([MN\t]*[naeiouytdd]\)\(n[ae] rna\)\t\(NC[UNTPN@DS\)$/\1\2\t\1len\t\3/;
#s/™"\(["\t]*[*raeiouydad]\)\(rarna\) \t\(NC[UNJPN@DS\)$/\1\2\t\1ler\t\3/;

#Nouns, 2nd and 3rd declensions (both "-a® and "-e" declensions) plural indefinite:
katter-katt, stolar-stol. Tag: NCUPN@IS substantiv utrum pluralis obestamd nominativ.
S/ZAN(IN\TEI*\)\([ae1 r\)\NE\N(NCUPN@IS\)$/\1\2\t\1\t\3/;

: #Nouns, 2nd and 3rd declensions (both "-a® and "-e" declensions) plural definite:

katterna-katt, stolarna-stol. Tag: NCUPN@DS substantiv utrum pluralis bestamd
nominativ

© s/A(N\ETF\)\([ae]rna\)\t\ (NCUPN@DS\) $/\1\2\t\ 1\ t\3/;

: #DEFINITE SINGULAR UTERS

: #The following 2 lines resolve singular definite of uters ending with "In*,
2 s/AN\UNETF\)NAINM)NEN(NCUSN@DS\) $/\IN2\E\1I\T\3/;

2 s/ANUNET )N (M) NE\N(NCUSN@DS\) $/\IN2\E\1r\Tt\3/;

rn-:

- #-slen
3 s/AN\(N\EI\)N\(sTen\)\E\(NCUSN@DS\) $/\1\2\t\1sle\t\3/;

- #-klen
2 s/A\(IMN\EI\)\(kEen\)\Et\(NCUSN@DS\) $/\1\2\t\1ke I\t\3/;

: #-plen
2 s/AN\INE]IF\)\(plen\)\E\(NCUSN@DS\) $/\1\2\t\1pe I\ t\3/;

o #-tlen
3 s/AN\(MN\E]F\)\(t1en\)\E\(NCUSN@DS\) $/\1\2\t\1te I\t\3/;

o #-mlen
2 s/A\(N\E]I\D)N(MmIen\)\E\N(NCUSN@DS\) $/\I\2\t\1mme I\t\3/;

: #The general rule: Nouns, 2nd and 3rd declensions (both "-a®" and "-e" declensions)

singular definite: katten-katt, stolen-stol. Tag: NCUSN@DS substantiv utrum
singularis bestamd nominativ

2 S/A(\E]IF\)N(en\)\NE\ (NCUSN@DS\) $/\1\2\E\ 1IN E\3/ ;

: #Nouns, 4th declension: singular definite: applet-apple hjartat-hjarta, knat-knéTag:

NCNSN@DS substantiv neutrum singularis best. nominativ

2 S/A(\ETIF AT\ (net\) \E\ (NCNSNADS\) $/\1\2\ t\ 1en\t\3/;
= s/A\([\t]*[a480T\) \(t\) Nt (NCNSNEDS\) $/\1\2\ T\ 1\ T\3/ ;

: #Nouns, 5th declension: plural indefinite: hjartan-hjéarta,...Tag: NCNPN@IS substantiv

neutrum pluralis obest. nominativ

1 s/M\(["\t]*[eaadouyd]\)\(M\)NEN(NCNPN@IS\)$/\IN2\E\I\E\3/;

: #Nouns, 5th declension: plural definite: hjartana-hjarta, Tag: NCNPN@DS substantiv

neutrum pluralis best. nominativ

o s/MN\([MN\t]*[eaddouyd]\)\(na\) \t\(NCNPN@DS\)$/\1\2\t\1\t\3/;
: #lempas2
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2 s/AINEIFM)\(Met\) \E\(NCNSN@DS\) $/\IN2\ T\ 1\t\3/;

Copy of lempas-sample.tex Page:2/2
C:\Documents and Settings\silva.MORGANA\My Documents\DIZERTACE_TEXT\TEXT_dizertace\prilohy\ Last modification: 4/27/2009 5:33:04 PM

: #Nouns, 5th declension genitive
T s/MN\(IMN\t]*[eaddouyd\)\(Ns\)\E\(NCNPG@IS\)$/\I\2\t\1\t\3/;
T s/MN([MN\t]*[eaddouyo]\)\(nas\)\t\(NCNPG@DS\) $/\1\2\t\ 1\ t\3/;

: #lempas6

: #type radion singular definite nominative and genitive

s/ [iuyddao ] \)\N(MO)NTN(NCUSN@DS\) $/\I\2\t\ 1\ t\3/;
o s/A\(IN\E]* [iuy53ado]\) \(NsS\)\E\(NCUSG@DS\) $/\1\2\t\1\t\3/;

: #lempas2: inserted aeiouy6dad and n to "nen”

: #Nouns, 6th declension, plural definite of words ending with "len”,
 s/N\(IMNt]*[Maeiouysad]\)\(1em\)\t\(NCNPN@DS\) $/\1\2\t\1e I\t\3/;

T s/MN([MN\t]*[raeiouydad]\) \(ren\) \t\(NCNPN@DS\)$/\1\2\t\1ler\t\3/;

T s/AN\(([MN\t]*["rnaeiouy6dd]\)\(nen\)\Tt\(NCNPN@DS\) $/\1\2\t\1len\t\3/;
: #Nouns, 6th declension: plural definite of words ending with
2 s/ANUNET M)\ (Men\) \E\N(NCNPN@DS\) $/\I\N2\t\1\t\3/;

nen, ren :

men- :

: #General rule - Nouns, 6th declension: plural definite: husen-hus, Tag: NCNPN@DS

substantiv neutrum pluralis best. nominativ

2 s/A\(\E]IF\)\(en\)NE\ (NCNPNE@DS\) $/\IN2\E\ 1\ t\3/;

: #lempas2 Nouns 6th declension singular definite "mlet”
: #-mlet
3 s/AN\MN\E]T\N)\N (et \) N\ (NCNSN@DS\) $/\1\2\t\1mme I\t\3/;

: #Nouns, 6th declension: singular definite of words ending with "let”
T s/MN\(IMNt]*[Maeiouyddad]\)\(1et\)\t\(NCNSN@DS\) $/\1\2\t\1e I\t\3/;

: #vattnet

3 s/ [vatt] )\ (net\) N\ (NCNSN@DS\) $/\1\2\t\1en\t\3/;

: #fonstret
o s/MN\((IMN\t]* [ raeiouy6dd]\)\ (ret\) \t\ (NCNSN@DS\)$/\1\2\t\1er\t\3/;

met-:

: #Nouns, 6th declension: singular definite of “"regular® cases:
2 s/ANINEI\)N(ET\) N EN(NCNSNE@DS\) $/\IN2\E\1\1t\3/;

: #Nouns, 6th declension: elimination of "e-"words: Like the uters, neuters ending with

"e" have their lemma without "e”.

2 s/ANETF\)N(EN)NENL(NCNSN@IS\) $/\T\N2\ T\ 1\ T\3/ ;

: #the general rule
2 s/AN\IN\E]I\)\N(E\)NEN(NCNSN@DS\) $/\IN2\E\1\T\3/;
2 s/AN\UMNE]I )\ (en\)\NEN(NCNPN@DS\) $/\IN2\t\1\T\3/;

: #LOAN WORDS ENDING WITH S
T s/A(IN\ET\)\([aieuo]s\)\E\(NCNPN@IS\)$/AIN2\E\1\t\3/;
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CQL Queries for PAROLE

VERB-NOUN
[word=""hade" |word=""ha" |word=""har" |word=""haft'] [1{0,4} [lemma="rekord"]

WITHOUT ADJ OR PP MODIFIERS

BARE NOUN

[word=""ha" |word=""har" |word=""hade" |Jword=""haft']
[word!="ett"&tag!="A_*"&tag!="N...G.*"&tag!="PS.*" &tag!="D.*"]{0,3}
[word=""_*rekord"] [tag!="SPS']

INDEFINITE ARTICLE
[word=""ha" |word=""har" |word="hade" |word=""haft'] [word="ett'] [word="_*rekord"]
[tag!="SPS"]

: DEFINITE ARTICLE

[word="ha" Jword="har" |word="hade" |[word="haft'"] [word="det"|word="den" |word="de"]{0,
1} [word="rekordet"|word=""rekorden'] [tag!="SPS'"]

: DEN HAR

[word=""ha" |word=""har" |word="hade" |word=""haft] [word="det"|word=""den" |word=""de"]
[word=""[dh]ar"][word=""_*rekord" |word=""rekordet" |word="rekorden'] [tag!="SPS"]

: POSSESSIVE or GENITIVE DETERMINER

[word="ha"|word="har" |word="hade" |word="haft'] [tag="D.*"]{0,1}
[tag="N...G.*"|tag=""PS.*"]{1,3} [word="_*rekord"™] [tag!="SPS']

: OTHER DETERMINER

[word=""ha" |word=""har" |Jword="hade" |word="haft"] [tag="D.*"] [word="_*rekord'"]
[tag!=""SPS"]

: ADJECTIVE MODIFIER ONLY
: BARE NOUN

[word=""ha" |word=""har" Jword="hade" |Jword=""haft"]
[word!=""ett"&tag!=""N...G.*"&tag!="PS.*" &tag!="D.*"]{0,3} [tag="A.*"]1{1,3}
[word=""_*rekord"] [tag!="SPS']

INDEFINITE ARTICLE
[word=""ha" |word=""har" Jword="hade" |word="haft'"] [word="ett'] [tag="A.*"]{1,3}
[word=""_*rekord"] [tag!="SPS']

: DEFINITE ARTICLE

[word=""ha" |Jword=""har" |word="hade" |word=""haft’"] [word="det"|word="den" |word="de"]{0,
1} [tag="A.*"]{1,3} [word="_*rekordet"|word=""_*rekorden'] [tag!="SPS']

: DEN HAR

[word=""ha" Jword="har" |word="hade" |word="haft""] [word="det"|word="den" |word="de']
[word=""[dh]ar"][tag="A.*"]{1,3}[word=""_*rekordet" |word=""_*rekorden'] [tag!="SPS'"]

: POSSESSIVE or GENITIVE DETERMINER

[word="ha" |Jword="har" |word="hade" |word="haft"] [tag="D.*"]{0,1}
[tag="N...G.*"|tag="PS.*"]{1,3} [tag="A.*"]{1,3} [word="_*rekord™] [tag!="SPS'"]

; OTHER DETERMINER

[word=""ha" |word=""har" |word="hade" |Jword=""haft"]
[tag="D.*"&word!="en"&word!="ett&word!="den"&word!="det"&word!="de"] [tag="A.*"]{1,
3} [word="_.*rekord'"] [tag!='"'SPS']
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PREPOSITIONAL MODIFIER ONLY

BARE NOUN

[word=""ha" |word=""har" |Jword="hade" |Jword=""haft"]
[word!=""ett"&tag!="A_*"&tag!="N...G.*"&tag!="PS.*" &tag!="D.*"]{0,3}
[word=""_*rekord™] [tag="'SPS']

INDEFINITE ARTICLE
[word=""ha" |word=""har" Jword="hade" |word="haft'] [word="ett'] [word=".*rekord"]
[tag=""SPS"]

: DEFINITE ARTICLE

[word=""ha" |Jword=""har" |word="hade" |word=""haft’"] [word="det"|word="den" Jword="de"]{0,
1} [word="_*rekordet" |word="".*rekorden'] [tag="SPS"]

: DEN HAR

[word="ha" |Jword="har" |word="hade" |word="haft""] [word="det"|word="den" |word="de'"]
[word=""[dh]ar"][word=""_*rekordet" |word=""_*rekorden'] [tag="SPS']

- POSSESSIVE or GENITIVE DETERMINER

[word=""ha" |word=""har" |word="hade" |word="haft'] [tag="D.*"]{0,1}
[tag="N...G.*"|tag="PS.*"]{1,3} [word=".*rekord"] [tag="SPS']

: OTHER DETERMINER

[word="ha"|word=""har" |word="hade" |Jword="haft']
[tag=""D.*"&word!="en"&word!="ett"&word!=""den"&word!="det"&word!=""de'"]
[word=""_*rekord"™] [tag="'SPS']

- ADJ+PP MODIFIER
- BARE NOUN

[word=""ha" |word=""har" |word="hade" |Jword=""haft"]
[word!=""ett"&tag!=""N...G.*"&tag!="PS_*" &tag!="D.*"]{0,3} [tag="A.*"]1{1,3}
[word=""_*rekord"] [tag="SPS'"]

INDEFINITE ARTICLE
[word=""ha" |word=""har" Jword="hade" |word="haft'] [word="ett'] [tag="A.*"]{1,3}
[word="_*rekord"] [tag="SPS"]

: DEFINITE ARTICLE

[word="ha" Jword="har" |word="hade" |word="haft'"] [word="det"|word="den" Jword="de"]{0,
1} [tag="A.*"]{1,3} [word="_*rekordet"|word=""_*rekorden™] [tag="'SPS']

: DEN HAR

[word=""ha" |word=""har" |word="hade" |word="haft'"] [word="det"|word=""den"|word="de"]
[word=""[dh]ar"][tag="A.*"]{1,3}[word="rekordet" |word="rekorden'] [tag="SPS'"]

: POSSESSIVE or GENITIVE DETERMINER

[word=""ha" |word=""har" Jword="hade" |word="haft'] [tag="D.*"]{0,1}
[tag="N...G.*"|tag=""PS.*"]{1,3} [tag=""A.*"]{1,3} [word=""_*rekord"] [tag="'SPS"]

: OTHER DETERMINER

[word=""ha"|word=""har" |word="hade" |Jword=""haft']
[tag=""D.*"&word!=""en"&word!=""ett"&word!=""den"&word!=""det"&word!="de'] [tag=""A.*"]{1,
3} [word="_.*rekord"] [tag="'SPS'"]

: PREPOSITIONAL_SLOTS_GENERAL
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[word="ha" |Jword=""har" |word="hade" |word="haft"] []{0,4} [lemma=".*rekord"] [tag="SPS']

: PREPOSITIONAL_SLOTS_FILL-IN

[word=""ha"|word=""har" |word="hade" |Jword=""haft'] []1{0,4} [lemma=""_*rekord"]
[tag=""SPS"&word="""]

: LIGHT VERB SUBJECT

[1emma=""rekord"] [1{0,4}[word=""lyda" |word=""lyder" |word=""16d" Jword=""ludid"]
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