.......
.....
oooo

N . S0
Ol 3 .
. ¢ X . .
B i € <
'.. ..... Cel Lol :'
3 £ >
[} L) .. ° ° ....

English-Hindi Translation — Obtaining Mediocre
Results with Bad Data and Fancy Models

Ondrej Bojar, Pavel Stranak, Daniel Zeman, Gaurav Jain, Michal Hrusecky, Michal Richter, Jan Hajic

Data Issues and Normalization Conclusion
Different corpora were processed differently: More problems in the data:
- Tides: - During encoding conversions a parenthesis in English is - Best published BLEU score for TIDES test set achieved.
- Sentence ends with a full stop (.) wrongly considered to be romanized Hindi: - In general, the Engllsh—to—Hindl MT comparison in problematlc
S ELnosarEbiaCigUsRUIZSE06761) - Information Commis(s)ioner => SrSTH{TS due to different datasets used by various research groups.
 Emille: ZIFATEAL (innormation chommisioner), real - Hierarchical models (Joshua) lead to better BLEU than Moses
- Sentence ends with a danda (1) transcription might be SFRIHAT HITHIAT (informesana W°l'[’\h/| mOFplhOlO?lca.l facltors. e X .
§ - IVlanual evaluation less conclusive about the tmprovement.
- Devanagari digits (0 2R3¥45%0Cs) - M’;Orrglicfl]r;e;a)ZOO Hindi sentences in Tides start in "
_ What else can be written in more ways devaTé(\gari but t’hen syvltcb ifwto\unreadgb!e latin text: _ Lessons learned about the data:
_ Characters with nukta (FETTEEE}): F vs. T+ vs. - R RS ARSI SIS sl & - Obtaining data is easier than cleaning them up.
AfereRTer faeaTiod afe sieem | 997, gaen | HeA - Two different corpora from different sources may overlap!

- Combined diacritics ordering: 94T+ vs. 9+ +T . o
. . ) ASHIT , 3 <arl AMDmaana tqgaa 1laiTla
- Candrabindu replaced by anusvara: 919 vs. 919
AMDmaana maoM basaae gae .

- Control characters, zero-width joiners etc.

’ au n

. " /] - Ch t d d d_ f_ t h d t t l.
- Non-ASCII punctuation, e.g. “—" vs. “- aracter danda (end-of-sentence) changed to a vertica

bar, then encoded as |BAR;, and then latin letters re-

Moses vs. Joshua

- We try to normalize all of this encoded into Devanagari: |ATT,

- In addition we re-tokenize (Anglo-American) - Recurring mysterious sequence F-37359- Q-UNSCR-; ~ English-to-Hindi translation requires significant amount of reordering:
appears anywhere — even in the middle of a Hindi word.
Impossible to normalize: the cupboard is next to the door
e.g. varying transcription of English words:
Tdgesl (staimdardaja)
Teged (staimdardasa) v
. ~a
=33 (staimdardsa) Related Results ‘ aimari \ ‘ darvaze \ e | pas nai
System BLEU
: Mumbai (Damani et al., 2008 3.3
MOrPhOlOQU tn Moses ( . ) Phrase-based decoding (Moses)
Kharagpur (Goswami et al., 2008) 9.76
- Moies sufpportsheTpliclt h ngiish o Drague (Bojar et al., 2()()8) 10.17 - Phrase-based models (Moses) explore the space of hypotheses from left to right.
deli t : : - ‘ lon.
modeling of morphology on the Sl (Srlvastava et al.. 2008) 10.49 The default rgordermg mod.el p.romoj[es .monotone trf':ms.latton |
target side. ‘ orm orm - The best available alternative is lexicalized reordering: swap phrases given the words
- An additional lanqguage e - present Joshua 11.10 in them.
-

model is applied on the stream tag ‘ ‘ \
Of ta rget—S.Lde tagS. " +ke pas *k_kk__ +ke pas *k_kkkk Ly +hai | e

We experiment with several formalizations of Hindi morphology: ... with no significant improvement.
+almari B +darvaze —> +hai | -
10 Word Affisix w |
Form Tag  Textbook | 2 Letters Classes Hindomor bbf bdf ddf
< < ~ e e wel0 +darvaze | ----- ** X +ke pas | -- +darvaze | FFr*
S PRP Sixd E 2 ot
dal PRP dal 5| 2 R ——
dhcoihdl  NNP 3T Sl 3 L] . dar — - - o
ferama VM ST Bl 7 = = baslne ROOT9 (said dreamt of becoming a dentist .)
a1 VAUX a1 T 11 o o
SYM . 6 - 1(;.5 1‘1 11‘.5 1‘2 12.5 1‘3 REF ‘ch\ ?I-d‘d (I—-aiqaerCh GIL.—IG\I il Sl é‘_@T Q:IT )
, , REF: saida né danta Cikitsaka banané ka sapana dékha tha .
English: They were shown Calcutta City . - Tags too coarse-grained for Hindi morphology. | | |
Hindi: Svg AgT FARTT AL (Q@TAT AT . - Automatic word classes seem to match the tags. [5]8 (said dreamt of becoming a dentist .)
Gloss: them there Calcutta City shown was . - Different configurations of Affisix provide different granularity. [S]6 (said dreamt of becoming a dentist .)

[X]5 (said dreamt of becoming a dentist .)

[X]2 (becoming a dentist .)
Hierarchical decoding (Joshua) |
. [X]1 (dentist .)
Manual Quality Judgements |
- Hierarchical models (Joshua) parse the input sentence and ard (dafita)
- Three independent samples (100 sents., 100 sents., 53 sents.). reorder nonterminals as reqylred. o ¥ (ké)
- The annotator sees the input sentence and several hypotheses. - Grammar extracted automatically from the parallel training ) A
- The reference translation is shuffled among the hypotheses. GoIpE sieFcX (doktara)
< (banané)
SRC the private sector units are thirty to forty years old . ,
JTE 2 TSIt STem O &= IfaH 0 0 40 99 %1 A § F0L 3 | " % (ké)
STt &= & == 92X 2, 30 ¥ 40 99 | [feeh g c> SRC  said dreamt of becoming a dentist . [X]4 (said dreamt of)
Rt &7 #7 =F7eaT 30 F 40 % 9F gu«ﬂ % REF  #@<g o &q A{hcd® a9 T 99T <@l 97T . TU (sapané)
el o Fr ST F 30 F 40 | AT E OUT  T0q & SiFal a9 & 9+ H Fgl AT . 3 (mé#)
X13 id d t
- Flags used: [X]3 (said dreamt)
empty incomprehensible, hel (kaha)
related to input, partial translation of phrases, Training Data Joshua Moses 0T (tha)
= acceptable and preserving most of the meaning, possibly still with many errors. Tides 12.2740.83 | 11.46+0.72
Tides+DP 12.58+0.77 | 11.9340.75 [X17 ()
- Different from Ramanathan et al. (2009) who claim to have improved on average: Tides+DP-+Emille | 11.3240.74 | 10.0640.72 0
- from little meaning conveyed, dysfluent Hindi, most phrases correct, Tides+DP+Dict 12434079 | 11.90-40.78 Y
ungrammatical overall
- to much of meaning conveyed, non-native Hindi, few minor grammatical errors
Morphology and more data for Moses Moses vs. Joshua Impact of Emille training data on Moses
System | 0 | * | ** BLEU System 0| * | ** BLEU System 0| * | ** BLEU
REF 6| 11 | 83 — REF 6| 10 | 84 — REF 0| 8| 45 —
OO0D 30 | 17 3| 1.85+£0.24 Joshua 32 | 37 | 31 | 12.58+0.77 T1 DP 20 | 14 | 19 | 11.89+0.76
TIDP 26 | 44 | 30 | 11.93£0.75 Moses 35|35 | 30 | 11.93+0.75 T1 DP EM 22 | 19 | 12 | 9.61£0.75
WC10 38 | 46 | 16 | 11.76+0.74 Moses-DPipes+POStags | 32 | 42 | 26 | 12.03+0.75 TI DP EM oth 17 | 25 | 11 | 10.97+0.79
. . - . TI DP EM oth DICTFilt | 23 | 17 | 13 | 10.96+0.75
OOD out of domain: trained on all except for Tides - Identical training conditions: TI DP EM oth DICTEull | 22 | 16 | 15 | 10.89-+0.69
TIDP Tides + Daniel Pipes, no morphology - Data: Tides + Daniel Pipes
WC10 Tides + 3-gram LM for automatic word classes (10 classes) - No morphology. - BLEU almost matches manual judgements this time.
- Joshua insignificantly outperforms Moses (both BLEU and manual judgments). - The addition of Emille significantly decreases the quality.
- Six (percent) of reference translations were not acceptable! - Other data slowly compensate for the loss.
- Text domain very important, OOD training poor in terms of BLEU - The second probe also indicates that more data are more important than morphology:
and manual evaluation. - This time, automatic POS tags used, not word classes A later analysis revealed that Emille overlaps with Tides
- More data more important than treating morphology (TIDP>WC10). - The result is somewhat ambiguous: the number of both ** and empty decrease. development dataset => model overfitting.

- However, BLEU does not discriminate between TIDP and WC10.
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