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Outline

• Prague Dependency Treebank

• Annotation

• Corrections

• Current work and further plans
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Prague Dependency Treebank 
(PDT)

• 3 layers of annotation:

• w-layer: segmentation and tokenization

• m-layer: lemmas and morphological tags

• a-layer: analytical (surface) dependency trees

• t-layer: tectogrammatical (deep) dependency trees 
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Layers of Annotation
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Tectogrammatical 
tree
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• Goal:

• Manual identification of word senses to obtain a 
training data for automatic WSD

• Requirements:

• A semantic lexicon — set of all possible meanings 
(tags) for each word.

• A method/procedure that assigns a semantic tag 
to each occurrence of a word.

Annotation

6
word = instance of a lemma from the lexicon
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Czech WordNet

• Developed at !e Masaryk University, Brno

• Originally in EuroWordNet , continuing 
development within the Balkanet project

• Mapped directly to the Princeton WordNet .

• almost XML format

• , nouns; , verbs; , adjectives and 
adverbs 
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Annotation
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Two annotators in parallel, no interaction (coordination) between them.
Instance of each word (lemma) in the CWN (annotation lexicon) annotated. Other words skipped.
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Results of Annotation

• Inter-annotator agreement: 61.7%

• 5,111 sentences fully disambiguated
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only by 0.2%. Overall inter-annotator agreement on all possible types of tags
is 74.6% – 1/4 of all processed words are not annotated reliably. This number
varies depending on POS: verbs were significantly more difficult to assign a
correct uniliteral synset.

Generally speaking, the inter-annotator agreement is relatively low but it
does not necessarily imply that annotators had problems to distinguish word
meanings. They rather had problems to select the most suitable options that
would correspond to their opinion.

According to the CWN, some words occurring in the annotated texts had
up to 18 senses. Surprisingly, the inter-annotator agreement does not depend on
the degree of ambiguity. It ranged from 15% to 80% regardless of the number
of possible tags. We can conclude that the size of word tag sets is probably not
what causes the low inter-annotator agreement.

5 Discussion on semantic tags and the inter-annotator
agreement

There are two basic situations when the annotators can hardly generate the
desired results, i.e. choose both the same synset: a) if they for some reason do
not understand the meaning of the word to be annotated in the text, or b) if
they understand the text and the word meaning, but they are unable to choose
the desired meaning from proposed Tp(l).

If we wanted to tackle the first source of non-agreement, we could allow the
annotators to choose more than one synset, to address the vagueness of meaning.
Such a change would however result in much bigger Tp(l). Our experience shows
us that if the choices are too many, the annotators make more mistakes and the
work is slow and therefore expensive. Because Tp(l) would be enlarged for every
word, but the vague contexts are very rare, we have decided against this option.

6 Corrections

When we have analysed the inter-annotator agreement and the exception anno-
tations, we have found that significant number of non-agreements is caused by
several highly frequent lemmas that are not treated well in the CWN (see 6).

All words 431 447 100.0%
Autosemantic words 300 725 69.7% 100.0%
Annotated words 148 744 34.5% 49.5%
Ambiguous words 101 703 23.6% 33.8%

Table 2. Word counts in annotated text.

POS U UM UME
N 65.6 66.0 74.1
V 44.8 44.8 75.4
A 67.0 67.0 76.1

All 61.5 61.7 74.6
Table 3. Inter-annotator agreement (in
%) on selection of the same: unilit-
eral synset (U); uniliteral or multilit-
eral synset (UM); uniliteral or multilit-
eral synset or exception (UME).

agreement on all words to be annotated
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Corrections

• Why?

• Agreement only 61.7%. We wanted to raise 
number of correct sentences with small effort.

• How?

• !ird annotator – “corrector”.

• Only first 25 lemmas.

• Why this way?

10
the agreement wasn’t too good
corrector -- inspect cases with non-agreement
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Lemmas with Error annotations
(sorted by freq.)

First 25 corrected

3700 of 4700 lemmas have freq. =< 10;
25 lemmas with freq. >= 200 … greatest gain for our work:
0.5% of problem lemmas => 7.4% more annotated words
it’s easier to correct let say 100 of occurrences of one lemma then 100 lemmas with only one occurrence
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Preparing Data

• Annotations include many error categories to mark 
the kind of problem. Use them for:

• splitting of error annotations for each lemma 
according to the type of disagreement (see the 
article)

• faster and more convenient correcting
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many small files
we inspected the cases, why annotators doesn’t make the same decision
we put the same cases to one file for one lemma
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Technical Details

• Vim + macros + highlighting

• one key-punch per instance

• A was right

• B was right

• none of them was right, editing of CWN,
new sense assigned
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we use only vim editor with macros and highlighting
because corrector had only 3 kinds of choice -- and then another instance
 - “annotator A was right”
 - “annotator B was right”
 - “synsets are quite confusing, I’ll repair them and assign the sense from upgraded lexicon”
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Results of Corrections
• corrected 25 (0.5%) of 4,738 lemmas

• gained 10,971 annotated words (+7.4%)

• Fully annotated sentences: 

• 5,111 => 6,941 (+35.8%) – SemEval (Senseval 4)

• improved some difficult lemmas in CWN

• Cost: approx. 

• 320 hours (corrector) + 215 hours (programer)
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move from ... to ...
these sentences are submitted as one quest in SemEval
CWN -- feedback for authors
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Near Future

• PDT 2.0 data; format: PML (XML based)

• PML: 

• stand-off annotation (4 layers)

• addition of s-layer (“sense”)

• not a deeper layer, 
can ref. to a-nodes or t-nodes

• a list of pairs: lexicon.ref => (t /a)-node.ref.list
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Data (texts) are differently split into files.
The files used to be roughly similar in size in PDT 1.0.
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A Little Beyond

• the original project resulted in a new one:

• new goal: improvement of t-lemmas 

(i.e. lemmas of nodes of trees on t-layer)
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• Can word sense disambiguation help statistical machine translation?

help

disambiguation

sense

word

translation

machine

statistical

#root

help

WSD MT

#root

statistical

PDT 2.0
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Methodology

• 2 rounds:

• multi-word lexemes and named entities

• there is no point in assigning single-word 
senses to these

• remaining single-word lexemes

• New annotation tool for 1st round
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