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A b s t r ac t  
This paper explores the possib ilities of 
improving parsing results b y comb ining outputs of several parsers. To some ex-tent, w e are porting the ideas of Hender-
son and B rill (1 999) to the w orld of dependency structures. W e differ from 
them in exploring context features more 
deeply. A ll our experiments w ere con-ducted on C zech b ut the method is lan-guage-independent. W e w ere ab le to 
significantly improve over the b est pars-
ing result for the given setting, know n so far. M oreover, our experiments show  that 
even parsers far b elow  the state of the art can contrib ute to the total improvement. 

1 I nt r o d u c t io n 
D ifficult and important N L P  prob lems have the property of attracting w hole range of researchers, w hich often leads to the development of several 
different approaches to the same prob lem. I f these approaches are independent enough in terms of not producing the same kinds of errors, there is a hope 
that their comb ination can b ring further improve-ment to the field. W hile improving any single ap-
proach gets more and more difficult once some 
threshold has b een touched, exploring the potential of approach comb ination should never b e omitted, provided three or more approaches are availab le. 

C omb ination techniq ues have b een successfully 
applied to part of speech tagging (van Halteren et 

al., 1 998;  B rill and W u, 1 998;  van Halteren et al., 
20 0 1 ). I n b oth cases the investigators w ere ab le to achieve significant improvements over the previ-ous b est tagging results. S imilar advances have 
b een made in machine translation (F rederking and N irenb urg, 1 994), speech recognition (F iscus, 1 997), named entity recognition (B orthw ick et al., 
1 998), partial parsing (I nui and I nui, 20 0 0 ), w ord sense disamb iguation (F lorian and Y arow sky, 
20 0 2) and q uestion answ ering (C hu-C arroll et al., 
20 0 3). B rill and Hladká (Haj ič  et al., 1 998) have first explored committee-b ased dependency parsing. 
How ever, they generated multiple parsers from a single one using b agging (B reiman, 1 994). There 
have not b een more sufficiently good parsers 
availab le. A  successful application of voting and of a stacked classifier to constituent parsing follow ed in (Henderson and B rill, 1 999). The authors have 
investigated tw o comb ination techniq ues (constitu-
ent voting and naï ve B ayes), and tw o w ays of their application to the (full) parsing:  parser sw itching, 
and similarity sw itching. They w ere ab le to gain 1 .6 constituent F -score, using their most successful techniq ue. 

I n our research, w e focused on dependency pars-ing. O ne of the differences against Henderson and B rill’s situation is that a dependency parser has to 
assign exactly one governing node (parent w ord) to each w ord. Unlike the numb er of constituents in 
constituency-b ased framew orks, the numb er of 
dependencies is know n in advance, the parser only has to assign a link (numb er 0  through N) to each w ord. I n that sense, a dependency parser is similar to classifiers like P O S  taggers. Unless it delib er-
ately fails to assign a parent to a w ord (or assigns 



several alternate parents to a w ord), there is no need for precision &  recall. I nstead, a single metric 
called accuracy is used. O n the other hand, a dependency parser is not a 
r e a l  classifier:  the numb er of its “classes”  is theo-
retically unlimited (natural numb ers), and no gen-eralization can b e draw n ab out ob j ects b elonging to the same “class”  (w ords that – sometimes – ap-
peared to find their parent at the position i). 

A  comb ination of dependency parsers does not necessarily grant the resulting dependency struc-
ture b eing cycle-free. (This contrasts to not intro-ducing crossing b rackets in constituent parsing, w hich is granted according to Henderson and 
B rill.) W e address the issue in 4.4. The rest of this paper is organized as follow s:  in S ections 2 and 3 w e introduce the data and the 
component parsers, respectively. I n S ection 4 w e discuss several comb ining techniq ues, and in S ec-tion 5 w e describ e the results of the corresponding 
experiments. W e finally compare our results to the 
previous w ork and conclude. 
2 T h e d at a 
To test our parser comb ination techniq ues, w e use the P rague D ependency Treeb ank 1 .0  (P D T;  Haj ič  et al. 20 0 1 ). A ll the individual parsers have b een 

trained on its analytical-level training section (73,0 88 sentences;  1 ,255,590  tokens). 
The P D T analytical d-test section has b een parti-tioned into tw o data sets, Tune (last 77 files;  3646 

sentences;  63,353 tokens) and Test (first 76 files;  
3673 sentences;  62,677 tokens). W e used the Tune set to train the comb ining classifiers if needed. The Test data w ere used to evaluate the approach. N ei-
ther the memb er parsers, nor the comb ining classi-
fier have seen this data set during their respective learning runs. 
3 C o mp o nent  p ar s er s  
The parsers involved in our experiments are sum-
marized in Tab le 1 . M ost of them use uniq ue 
strategies, the exception b eing t h l  and t h r , w hich differ only in the direction in w hich they process the sentence. 

The tab le also show s individual parser accura-
cies on our Test data. There are tw o state-of-the art parsers, four not-so-good parsers, and one q uite 
poor parser. W e included the tw o b est parsers (ec+ mc) in all our experiments, and tested the con-trib utions of various selections from the rest. 

The necessary assumption for a meaningful comb ination is that the outputs of the individual parsers are sufficiently uncorrelated, i.e. that the 
parsers do not produce the same errors. I f some 

Accur a cy  P a r -
se r  

Aut h o r  B r i e f  d e scr i p t i o n  
T un e  T e st  

ec E ugene 
C harniak 

A  maximum-entropy inspired parser, home in constituency-b ased 
structures. E nglish version describ ed in C harniak (20 0 0 ), C zech ad-
aptation 20 0 2 – 20 0 3, unpub lished. 

83.6 85.0  

mc M ichael 
C ollins 

Uses a prob ab ilistic context-free grammar, home in constituency-
b ased structures. D escrib ed in (Haj ič  et al., 1 998;  C ollins et al., 1 999). 81 .7 83.3 

zž  Zdeně k 
Žab okrtský  

P urely rule-b ased parser, rules are designed manually, j ust a few  lexi-
cal lists are collected from the training data. 20 0 2, unpub lished. 74.3 76.2 

dz D aniel Zeman A  statistical parser directly modeling syntactic dependencies as w ord b igrams. D escrib ed in (Zeman, 20 0 4). 73.8 75.5 
thr 71 .0  72.3 
thl 69.5 70 .3 
thp 

Tomáš  
Holan 

Three parsers. Tw o of them use a sort of push-dow n automata and 
differ from each other only in the w ay they process the sentence (left-to-right or right-to-left). D escrib ed in (Holan, 20 0 4). 62.0  63.5 

 
Tab le 1 . A  b rief description of the tested parsers. N ote that the Tune data is no t  the data used to train the 
individual parsers. Higher numb ers in the right column reflect j ust the fact that the Test part is slightly 
easier to parse. 



parsers produced too similar results, there w ould b e the danger that they push all their errors 
through, b locking any meaningful opinion of the other parsers. 

To check the assumption, w e counted (on the 
Tune data set) for each parser in a given parser se-lection the numb er of dependencies that only this parser finds correctly. W e show  the results in Ta-
b le 2. They demonstrate that all parsers are inde-
pendent on the others at least to some extent. 
4 C o mb ining  t ec h niq u es  
E ach dependency structure consists of a numb er of dependencies, one for each w ord in the sentence. 
O ur goal is to tell for each w ord, w hich parser is 
the most likely to pick its dependency correctly. B y comb ining the selected dependencies w e aim at producing a b etter structure. W e call the complex 
system (of component parsers plus the selector) the 
s u p e r p a r s e r . 

A lthough w e have show n how  different strate-gies lead to diversity in the output of the parsers, 
there is little chance that any parser w ill b e ab le to push through the things it specializes in. I t is very 
difficult to realize that a parser is right if most of 
the others rej ect its proposal. L ater in this section w e assess this issue;  how ever, the real pow er is in maj ority of votes. 
4 . 1  V o t ing  
The simplest approach is to let the memb er parsers vote. A t least three parsers are needed. I f there are 
exactly three, only the follow ing situations really matter:  1 ) tw o parsers outvote the third one;  2) a 
tie:  each parser has got a uniq ue opinion. I t w ould 
b e democratic in the case of a tie to select ran-domly. How ever, that hardly makes sense once w e know  the accuracy of the involved parsers on the 
Tune set. E specially if there is such a large gap 
b etw een the parsers’ performance, the b est parser (here ec) should get higher priority w henever there 

P ar s er s  c o mp ar ed  A ll 7 4 b es t  3 b es t  ec + mc + d z  2 b es t  3 w o r s t  
W h o  is  c o r r ec t  H o w  many  t imes  c o r r ec t  

e c  1 . 7  %  3 . 0  %  4 . 1  %  4 . 5  %  8 . 1  %   
zž 1 . 2  %  2 . 0  %  3 . 3  %     
m c  0 . 9  %  1 . 7  %  2 . 7  %  2 . 9  %  6 . 2  %   
t h r  0 . 4  %      4 . 9  %  
t h p  0 . 4  %      4 . 4  %  
dz 0 . 3  %  1 . 0  %   2 . 2  %    

a s i ng l e  p ar s e r  
( al l  o t h e r  w r o ng )  

t h l  0 . 3  %      4 . 3  %  
al l  s e v e n p ar s e r s  4 2 . 5  %       
at  l e as t  s i x  5 8 . 1  %       
at  l e as t  f i v e  6 8 . 4  %       
at  l e as t  f o u r  7 6 . 8  %  5 8 . 0  %      
at  l e as t  t h r e e  8 4 . 0  %  7 5 . 1  %  6 3 . 6  %  6 4 . 7  %   5 0 . 6  %  
at  l e as t  t w o  9 0 . 4  %   8 2 . 9  %  8 2 . 4  %  7 5 . 5  %  6 9 . 2  %  
at  l e as t  o ne  9 5 . 8  %  9 4 . 0  %  9 3 . 0  %  9 2 . 0  %  8 9 . 8  %  8 2 . 7  %  

 
Tab le 2:  C omparison of various groups of parsers. A ll percentages refer to the share of the total w ords in test data, attached correctly. The “single parser”  part show s shares of the data w here a single parser is the 
only one to know  how  to parse them. The sizes of the shares should correlate w ith the uniq ueness of the individual parsers’ strategies and w ith their contrib utions to the overall success. The “at least”  row s give 
clues ab out w hat can b e got b y maj ority voting (if the numb er represents over 50  %  of parsers compared) 
or b y hypothetical oracle selection (if the numb er represents 50  %  of the parsers or less, an oracle w ould 
generally b e needed to point to the parsers that know  the correct attachment). 
 



is no clear maj ority of votes. V an Halteren et al. (1 998) have generalized this approach for higher 
numb er of classifiers in their TotP recision voting 
method. The vote of each classifier (parser) is w eighted b y their respective accuracy. F or in-
stance, mc +  zž  w ould outvote ec +  thr, as 81 .7 +  74.3 =  1 56 >  1 54.6 =  83.6 +  71 .0 . 
4 . 2  S t ac k ing  
I f the w orld w ere ideal, w e w ould have an oracle, ab le to a l w a y s  select the right parser. I n such situa-tion our selection of parsers w ould grant the accu-
racy as high as 95.8 % . W e attempt to imitate the 
oracle b y a second-level classifier that learns from the Tune set, w hich parser is right in w hich situa-
tions. S uch techniq ue is usually called c l a s s if ie r  
s t a c k ing . P arallel to (van Halteren et al., 1 998), w e ran experiments w ith tw o stacked classifiers, 
M emory-B ased, and D ecision-Tree-B ased. This approach roughly corresponds to (Henderson and B rill, 1 999)’s N aï ve B ayes parse hyb ridization. 
4 . 3  U nb alanc ed  c o mb ining  
F or applications preferring precision to recall, un-
b alanced comb ination — introduced b y B rill and Hladká in (Haj ič  et al., 1 998) — may b e of inter-est. I n this method, all dependencies proposed b y 
at least half of the parsers are included. The term 
u nb a l a nc e d  reflects the fact that now  precision is 
no t  eq ual to recall:  some nodes lack the link to 
their parents. M oreover, if the numb er of memb er parsers is even, a node may get tw o parents. 
4 . 4  S w it c h ing  
F inally, w e develop a techniq ue that considers the w hole dependency structure rather than each de-pendency alone. The aim is to check that the result-
ing structure is a tree, i.e. that the dependency-
selecting procedure does not introduce cycles.1 Henderson and B rill prove that under certain con-
ditions, their parse hyb ridization approach cannot 
                                                   
1 One may argue that “treeness” is not a necessary condition 
f or the resul ting structure,  as the standard accuracy measure 
does not p enal iz e non-trees in any way ( other than that there is 
at l east one bad dep endency) . I nterestingl y enough,  ev en some 
of  the comp onent p arsers do not p roduce correct trees at al l  
times. H owev er,  non-trees are both l inguistical l y and techni-
cal l y p robl ematic,  and it is good to k now how f ar we can get 
with the condition in f orce. 

introduce crossing b rackets. This might seem an analogy to our prob lem of introducing cycles — 
b ut unfortunately, no analogical lemma holds. A s a 
w orkaround, w e have investigated a crossb reed approach b etw een Henderson and B rill’s P arser 
S w itching, and the voting methods describ ed ab ove. A fter each step, all dependencies that w ould introduce a cycle are b anned. The algorithm is 
greedy — w e do not try to search the space of de-pendency comb inations for other paths. I f there are no allow ed dependencies for a w ord, the w hole 
structure b uilt so far is ab andoned, and the struc-ture suggested b y the b est component parser is 
used instead.2 
5 E x p er iment s  and  r es u lt s  
5 . 1  V o t ing  
W e have run several experiments w here various selections of parsers w ere granted the voting right. I n all experiments, the TotP recision voting scheme 
of (van Halteren et al., 1 998) has b een used. The voting procedure is only very moderately affected 
b y the Tune set (j ust the accuracy figures on that 
set are used), so w e present results on b oth the Test and the Tune sets.  

Accur a cy  V o t e r s T un e  T e st  
ec (b aseline) 83.6 85.0  
all seven 84.0  85.4 
ec+ mc+ dz 84.9 86.2 
all b ut thp 84.9 86.3 
ec+ mc+ zž + dz+ thr 85.1  86.5 
ec+ mc+ zž  85.2 86.7 
ec+ mc+ zž + dz 85.6 87.0  
Tab le 3:  R esults of voting experiments. 

 A ccording to the results, the b est voters pool 
consists of the tw o b est parsers, accompanied b y 
                                                   
2 W e hav e not encountered such situation in our test data. 
H owev er,  it indeed is p ossibl e,  ev en if  al l  the comp onent p ars-
ers del iv er correct trees,  as can be seen f rom the f ol l owing 
ex amp l e. Assume we hav e a sentence # ABCD and p arsers P 1  
( 8 5  v otes) ,  P 2  ( 8 3  v otes) ,  P 3  ( 7 6  v otes) . P 1  suggests the tree 
A→D→B→C→ # ,  P 2  suggests B→D→A→C→ # ,  P 3  suggests 
B→D→A→ # ,  C→ # . T hen the sup erp arser P  gradual l y intro-
duces the f ol l owing dep endencies:  1 . A→D;  2 . B→D;  
3 . C→ # ;  4 . D→A or D→B p ossibl e but both l ead to a cycl e. 



the tw o average parsers. The tab le also suggests that numb er of diverse strategies is more important 
than keeping high q uality standard w ith all the 
parsers. A part from the w orst parser, all the other together do b etter than j ust the first tw o and the 
fourth. (O n the other hand, the first three parsers are much harder to b eat, apparently due to the ex-treme distance of the strategy of zž  parser from all 
the others.) E ven the w orst performing parser comb ination (all seven parsers) is significantly3 b etter than the 
b est component parser alone. W e also investigated some hand-invented voting 
schemes b ut no one w e found performed b etter 
than the ec+ mc+ zž + dz comb ination ab ove. S ome illustrative results are given in the Ta-b le 4. V otes w ere not w eighted b y accuracy in 
these experiments, b ut accuracy is reflected in the priority given to ec and mc b y the human scheme 
inventor.  

Accur a cy  V o t e r s S e l e ct i o n  
sch e m e  T un e  T e st  

all seven most votes or ec 82.8 84.3 

all seven 
at least 
half, or ec if there is 
no ab solute maj ority 

84.4 85.8 

all seven 
ab solute 
maj ority, 
or ec+ 2, or mc+ 2, or 
ec 

84.6 85.9 

Tab le 4:  V oting under hand-invented schemes. 
 

5 . 2  S t ac k ing  – u s ing  c o nt ex t  
W e explored several w ays of using context in pools of three parsers.4 I f w e had only three parsers w e could use context to detect tw o kinds of situa-
tions:  
                                                   
3 Al l  signif icance cl aims ref er to the W il cox on S igned R ank s 
T est at the l ev el  of  p =  0 .0 0 1 . 
4 S imil ar ex p eriments coul d be ( and hav e been)  run f or sets of  
more p arsers as wel l . H owev er,  the number of  p ossibl e f ea-
tures is much higher and the data sp arser. W e were not abl e to 
gain more accuracy on contex t-sensitiv e combination of  more 
p arsers. 

1 . E ach parser has its ow n proposal and a parser other than ec shall w in. 
2. Tw o parsers agree on a common pro-

posal b ut even so the third one should w in. M ost likely the only reasonab le in-
stance is that ec w ins over mc +  the third one. “C ontext”  can b e represented b y a numb er of 

features, starting at morphological tags and ending up at complex q ueries on structural descriptions. W e tried a simple memory-b ased approach, and a 
more complex approach b ased on decision trees. W ithin the memory-b ased approach, w e use j ust 
the core features the individual parsers themselves 
train on:  the P O S  tags (morphological tags or m-tags in P D T terminology). W e consider the m-tag of the dependent node, and the m-tags of the gov-
ernors proposed b y the individual parsers. W e learn the context-b ased strengths and w eak-
nesses of the individual parsers on their perform-ance on the Tune data set. I n the follow ing tab le, 
there are some examples of contexts in w hich ec is b etter than the common opinion of mc +  dz.  
D e p .  
t a g  

G o v .  
t a g  
( e c)  

C o n t e x t  
o ccur r e n ce s 

N o .  o f  
t i m e s 
e c w a s 
r i g h t  

P e r ce n t  
ca se s e c 
w a s 
r i g h t  

J ^  # 67 44 65.7 
V p J ^  53 28 52.8 
V B  J ^  46 26 56.5 
N 1  Z, 38 21  55.3 
R v V p 25 1 3 52.0  
Z, Z, 1 5 8 53.3 
A 1  N 1  1 5 8 53.3 
V j e J ^  1 4 9 64.3 
N 4 V f 1 2 9 75.0  

Tab le 5:  C ontexts w here ec is b etter than mc+ dz. J ^  are coordination conj unctions, # is the root, V *  
are verb s, N n are nouns in case n, R *  are preposi-tions, Z*  are punctuation marks, A n are adj ectives. 

 
F or the experiment w ith decision trees, w e used the C 5 softw are package, a commercial version of the w ell-know n C 4.5 tool (Q uinlan, 1 993). W e 

considered the follow ing features:  
F or each of the four nodes involved (the de-pendent and the three governors suggested b y the 

three component parsers):  



• 1 2 attrib utes derived from the morpho-
logical tag (part of speech, sub category, 
gender, numb er, case, inner gender, in-ner numb er, person, degree of compari-son, negativeness, tense and voice) 

• 4 semantic attrib utes (such as P roper-N ame, G eography etc.) 
F or each of the three governor-dependent pairs involved:  

• mutual position of the tw o nodes (L eft-
N eighb or, R ightN eighb or, L eftF ar, 
R ightF ar) 

• mutual position expressed numerically 
• for each parser pair a b inary flag 

w hether they do or do not share opin-ions 
The decision tree w as trained only on situations w here at least one of the three parsers w as right 

a nd  at least one w as w rong. 
 

V o t e r s S ch e m e  Accur a cy  
ec+ mc+ dz context free 86.2 
ec+ mc+ dz memory-b ased 86.3 
ec+ mc+ zž  context free 86.7 
ec+ mc+ zž  decision tree 86.9 
Tab le 6:  C ontext-sensitive voting. C ontexts trained 
on the Tune data set, accuracy figures apply to the Test data set. C ontext-free results are given for the 
sake of comparison.  

I t turns out that there is very low  potential in the context to improve the accuracy (the improvement 
is significant, though). The b ehavior of the parsers 
is too noisy as to the possib ility of formulating some rules for prediction, w hen a particular parser is right. C 5 alone provided a supporting evidence 
for that hypothesis, as it selected a very simple tree 
from all the features, j ust 5 levels deep (see F ig-ure 1 ). Henderson and B rill (1 999) also reported that 
context did not help them to outperform simple voting. A lthough it is risky to generalize these ob -
servations for other treeb anks and parsers, our en-
vironment is q uite different from that of Henderson and B rill, so the similarity of the tw o ob servations is at least suspicious. 
5 . 3  U nb alanc ed  c o mb ining  
F inally w e compare the b alanced and unb alanced 
methods. E xpectedly, precision of the unb alanced comb ination of odd numb er of parsers rose w hile recall dropped slightly. A  different situation is ob -
served if even numb er of parsers vote and more than one parent can b e selected for a node. I n such case, precision drops in favor of recall. 

 
M e t h o d  P r e ci si o n  R e ca l l  F-m e a sur e  
ec only 
(b aseline) 85.0  
b alanced 
(all seven) 85.4 
unb alanced (all seven) 9 0 . 7  78.6 84.2 
b alanced (b est four) 8 7 . 0  
unb alanced 
(b est four) 85.4 8 7 . 7  86.5 
b alanced 
(ec+ mc+ dz) 86.2 
unb alanced 89.5 84.0  86.7 

 agreezzmc =  yes:  zz (30 41 / 1 0 58)  agreezzmc =  no:  
 : ...agreemcec =  yes:  ec (7785/ 1 0 26)      agreemcec =  no:  
     : ...agreezzec =  yes:  ec (2840 / 60 1 )          agreezzec =  no:           : ...zz_ case =  6:  zz (1 50 / 54) 
             zz_ case =  3:  zz (34/ 1 0 )              zz_ case =  X :  zz (37/ 20 ) 
             zz_ case =  undef:  ec (20 0 6/ 1 1 0 2)              zz_ case =  7:  zz (83/ 48)              zz_ case =  2:  zz (1 82/ 1 1 0 ) 
             zz_ case =  4:  zz (1 0 8/ 57)              zz_ case =  1 :  ec (234/ 1 0 9) 
             zz_ case =  5:  mc (1 )              zz_ case =  root:  
             : ...ec_ negat =  A :  mc (1 1 7/ 65)                  ec_ negat =  undef:  ec (1 39/ 65) 
                 ec_ negat =  N :  ec (1 ) 
                 ec_ negat =  root:  ec (2)  
F igure 1 . The decision tree for ec+ mc+ zž , learned b y C 5. B esides pairw ise agreement b e-
tw een the parsers, only morphological case and 
negativeness matter. 



M e t h o d  P r e ci si o n  R e ca l l  F-m e a sur e  
(ec+ mc+ dz) 
b alanced (ec+ mc+ zž ) 86.7 
unb alanced 
(ec+ mc+ zž ) 90 .2 84.7 8 7 . 3  
Tab le 7:  Unb alanced vs. b alanced comb ining. A ll runs ignored the context. E valuated on the Test 
data set.  
5 . 4  S w it c h ing  
O ut of the 3,673 sentences in our Test set, 91 .6 %  have b een rendered as correct trees in the b alanced 
decision-tree b ased stacking of ec+ mc+ zž + dz (our b est method). 

A fter w e b anned cycles, the accuracy dropped 
from 97.0  to 96.9 % . 
6 C o mp ar is o n t o  r elat ed  w o r k  
B rill and Hladká in (Haj ič  et al., 1 998) w ere ab le to 
improve the original accuracy of the mc parser on P D T 0 .5 e-test data from 79.1  to 79.9 (a nearly 4%  reduction of the error rate). Their unb alanced5 vot-
ing pushed the F -measure from 79.1  to 80 .4 (6%  error reduction). W e pushed the b alanced accuracy 
of the ec parser from 85.0  to 87.0  (1 3%  error re-
duction), and the unb alanced F -measure from 85.0  to 87.7 (1 8%  reduction). N ote how ever that there w ere different data and component parsers (Haj ič  
et al. found b agging the b est parser b etter than 
comb ining it w ith other that-time-availab le pars-ers). This is the first time that several strategically 
different dependency parsers have b een comb ined. (Henderson and B rill, 1 999) improved their b est parser’s F -measure of 89.7 to 91 .3, using their na-
ï ve B ayes voting on the P enn TreeB ank constituent structures (1 6%  error reduction). Here, even the framew ork is different, as has b een explained 
ab ove. 
7 C o nc lu s io n 
W e have tested several approaches to comb ining of 
dependency parsers. A ccuracy-aw are voting of the four b est parsers turned out to b e the b est method, as it significantly improved the accuracy of the 
b est component from 85.0  to 87.0  %  (1 3 %  error 
                                                   
5 Al so al ternativ el y cal l ed u n r e s t r i c t e d . 

rate reduction). The unb alanced voting lead to the precision as high as 90 .2 % , w hile the F -measure 
of 87.3 %  outperforms the b est result of b alanced 
voting (87.0 ). A t the same time, w e found that employing con-
text to this task is very difficult even w ith a w ell-know n and w idely used machine-learning ap-proach. 

The methods are language independent, though the amount of accuracy improvement may vary according to the performance of the availab le pars-
ers. A lthough voting methods are themselves not 
new , as far as w e know  w e are the first to propose 
and evaluate their usage in full dependency pars-ing. 
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