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TaggingTagging
Tagging is a pr incipal  task  and a basic step in most  approaches to
NLP. One of  the most  successful  solut ions of  th is task , HMM
tagger , makes morphological  analysis f i r st  and then selects the r ight
tag f rom  i t s ambiguous output  using n- gram stat ist ical  model  and
Vi terb i  algor i t hm  [1]. We t r ied to achieve the same goal  in a sl ight ly
d i f f erent  w ay, using Memory- Based Learning.

Memory-Based LearningMemory-Based Learning

Memory- Based Learning (MBL) is a lazy method of
machine learning. It  means that  dur ing the t rain ing
phase i t  only stores t rain ing examples into memory.
Dur ing test ing, new  examples are classi f ied by
ext rapolat ion f rom  the most  sim i lar  stored cases.
The def in i t ion of  sim i lar i t y is crucial  t o the success.

TiMBLTiMBL

Ti lburg Memory- Based Learner  is a very
good tool  f or  exper iment ing w i th MBL.
It  w as developed by [2].
TiMBL implements many MBL techniques
and algor i thms and al low s users to set
many parameters.

SolutionSolution

In MBL, each example is represented by a set  of  at t r ibutes.
In our  case, the at t r ibutes are impor tant  par t s of  w ords close to the

w ord w e w ant  to assign a tag to and of  course the w ord (or  i t s par t ) i t sel f .
We exper imented w i th d i f f erent  number  of  at t r ibutes and w i th d i f f erent  length of
the par t s of  w ords. The par t s of  w ords w ere alw ays f ormed f rom the f ixed- length

suf f ixes of  the w ords.
The r ight  tag w as chosen f rom  k - nearest  neighbours (second column

in the resul t  t ab les) w i th inverse d istance w eight ing. The
modif ied value d i f f erence met r ic w as used f or  measur ing

di f f erence betw een values of  at t r ibutes. For  at t r ibutes
w e used the in f ormat ion gain w eight ing .

ResultsResults

We used three d i f f erent  data sets. Tw o smal l  sets (in Engl ish and in Czech) and one large set  in Czech.
The resul t s are d isp layed in three tab les, one tab le f or  each data set . The numbers in the f i rst  column m ean the length of
suf f ixes of  the par t icular  w ords, each number  stands f or  one w ord. For  example, 4- 5- 4 means that  one t rain ing/ test  example
consisted of  suf f ixes of  three successive w ords of  g iven lengths. The under l ined number  marks the w ord w hose tag is in
considerat ion. With th is set t ing, the sentence “The procedure causes great uncertainty.“  f orms six t raning examples
(one f or  each w ord and the f u l l  stop); one of  them is: “dure auses reat VBZ” , t he next  one is: “uses great inty JJ” , et c.

ConclusionConclusion
As expected, Czech has again proved to be signi f icant ly
more di f f icu l t  f or  t agg ing than Engl ish.
The resu l t s on the tw o smal ler  data sets were com parable
to resu l t s obtained by HMM tagger  (our  w ork ).
On larger  Czech data, t he resul t s of  HMM tagger  [1] are
about  5% bet ter  t han our  resul t s, but  t here is st i l l  a room
for  an im provem ent , as suggested in Future Work .
TiMBL has prooved to be a power fu l l  and stable tool  f or
basic exper iments w i th MBL, t hough some impor tant
f eatures are m issing – see again Future Work .

Future WorkFuture Work
The most  prom issing way how  to improve the resul t s is t o
include the morpholog ical  analysis so that  TiMBL could only
choose f rom  tags of f ered by the m orphological  analyzer .
Unfor tenately, TiMBL i t sel f  has no f eature w hich would
suppor t  i t  and i t  has to be done indi rect ly.
There is one other  f eature lacked in  TiMBL which (i f  i t  existed)
w ould be able to help im prove the resu l t s: It  w ould be great
i f  t he output  f rom the previously evaluated test  examples (tag)
could be used as a par t  of  t he actual  t est  example.
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Formulas                     Formulas                     

   Distance between tw o examples      Modi f ied Value Di f f erence Met r ic
    (weighted sum over  at t r ibutes)            (d istance betw een values)


