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1. Introduction 
The aim of this contribution is to present and substantiate several fundamental points which may be of crucial importance for the development of theoretical linguistics. After several decades of systematic investigations and discussions first in the context of Vladimír Skalička's typology and then in that of the Functional Generative Description, I am convinced that the following issues belong to the substantial ones:

      (i) The physical character of natural language as bound to phonetic means brings about strict limitations on the relationships between meaning and expression, and these limitations are decisive for the ways to convey grammatical values (including the formation of lexical units). Basically, the grammatical values can only be expressed by (a) morphemes (expressed themselves by morphs), more or less similar to lexical ones, i.e. (a1) function words or (a2) affixes, (b) alternations (especially (b1) endings, or (b2) introflexive variations) of the lexical stems, and (c) the order of lexical items in a sentence; this is the set of the basic typological properties of languages, each of which is the source of a cluster of features important for grammar and lexicon, i.e. of the  types of languages.1 Thus we arrive at the five types, which have been specified before the half of the 20th century by V. Skalička on the basis of the tradition of typological research (having culminated in the works of F. N. Finck and of E. Sapir) and of his extensive knowledge of many languages from all parts of the world. A characterization of these types is discussed in Section 3 below, after a brief examination of the nature of general concepts used in connection with language typology in Section 2.

(ii) One of the main results of the history of typological thought is the transition from overestimation of certain languages (Indo-European, old or modern) to the recognition that typological change does not represent a line of "progress" and that language types are not directly connected to the semantic richness of languages (see Section 3 below).

(iii) The interactive nature of language is reflected in the sentence structure by the opposition of topic (T) and focus (F), i.e. by the relation of 'aboutness' (i.e. of a predicate and its argument) as the ground of the meaning (i.e. of the underlying structure) of the sentence; in the general case, a sentence cannot be interpreted on the basis of a predicate structure of a shape similar to R(a1,a2,...,an), with the predicate R and its arguments ai in the positions of subject, objects, etc., but only as F(T), with its negative counterpart corresponding to ¬F(T), i.e. adding an operator  (negative, positive), and working with typed lambda calculus. The T-F articulation, which cannot be analyzed in the present contribution, has been characterized from this point of view, i.e. as one of the basic aspects of sentence syntax, in Sgall et al. (1986), Hajičová et al. (1998).

(iv) Distinguishing between (underlying) sentence structure and the morphemic means of its expression in the sense of paragraph (i), it is possible to handle the core of the language system as patterned in a relatively simple way (using a dependency based grammar and an underlying order of T preceding F), see Section 4. In this way it may be seen that the pattern of the core of language comes close to what usually is supposed to belong to the general human mental abilities; the large and complex periphery of language can be described by means of contextually restricted specific deviations from the core (see Section 5).

2. General concepts in typology

2.1. Terms and notions

In a discussion of language typology, it is important first of all clearly to distinguish between (a) different meanings of an ambiguous term, (b) different approaches to a single object of study. While in case (a) it is relevant to ask about the terminological appropriateness of the different uses, in case (b) the question is which of the approaches is more adequate to the given object of study. Thus, concerning typology, one should distinguish:

    (a) whether the term 'typology' is used in the sense of a theory of language types, or without being connected with a notion of type; in the present contribution, language types are concerned, so that attention is not devoted to partial typologies, such as those oriented towards issues of the semantics of quantification (as with B. H. Partee), of incorporation (E. Bach), towards certain more or less specific layers of language systems (cf. e.g. W. Croft's or T. Shopen's writings on syntax or S. Aikhen's contribution to the present Congress), or towards areal typology,2
(b) whether different uses of the term 'language typology' concern a single object 

or not, i.e. whether the investigations aim at an analysis of languages covering their basic properties; this question certainly is not simple, since the understanding of the concept of 'language type' varies from one author to another in many aspects, which are discussed in the following lines.

    In any case, these distinctions (discussed in more detail in Sgall 1971) are relevant just for a delimitation of different aims, each of which certainly is interesting and important by itself.  
2.2. The concept of type of language  

A methodological basis for typological studies may be found in Hempel and Oppenheim's (1936), who use comparative concepts, rather than rigid classifications, and characterize objects as more or less close to a given point (or extreme).3
    The notion of the type of language was developed in a similar orientation in the classical Prague Linguistic Circle, in which Skalička (1935; 1979) characterized the type of language as a collection of linguistic properties intrinsically connected by probability implications of the form: 'if a language has the property A, then it probably also has the property B', which can be written as P(A,B). The fundamental nature of these probability implicatons was specified already by G. von der Gabelentz (1894, 5f), who formulated it as follows: "...die Erscheinung A trifft mit so und so großer Wahrscheinlichkeit mit B, C, D usw. zusammen, selten mit E, nie mit F." Skalička assumes that the probability implication P is a symmetric relation, i.e. if P(A,B) is valid for a pair A,B, then also P(B,A) holds.

    From the understanding of the notion of type as based on probability it follows that the types are ideal extremes not fully attainable by existing languages; the latter come closer or less close to one (or more) of the existing types, properties of different types being combined within the structure of every existing language.Typology, based on clusters of properties, which are gradual, thus differs from a classification, since the latter can be based on a single property and distinguishes between classes on a yes/no basis, i.e. is based on a partition of a set. 

    Let us just briefly recall that language typology and the research in language universals – now see esp. Seiler (1995) – study similar classes of phenomena, although they analyse different problems.

3. Types of languages

3.1. Language types as based on the means of expression of grammatical values

If the concept 'type of language' is understood along the lines discussed in Section 1 above, having in mind its nature based on a scale in the sense of Hempel and Oppenheim, and applying the lessons one can learn from the development of language typology (cf. Section 3 below), then it appears as appropriate instead of Skalička's 'mutual' favorability of the typologically relevant properties to work with their favorability as an asymmetric binary relation, i.e., if the notation from Section 2 above is used, from P(A,B) neither P(B,A), nor non-P(B,A) follows.

With this approach, the Praguian typology has been brought to a stage at which it is not necessary to work with lists of typologically significant language properties, as was doen by Skalička. It is now possible to identify a single property as favorable to all the other features characteristic of a certain type (see Sgall 1995 and the writings quoted there). Such a fundamental property may be seen, as was mentioned in Section 1, in the way of expression of grammatical values, understood in a broader sense, as including the formation of lexical units, i.e. derivation of words, their composition, borrowing from other languages, or creation of lexical units composed from more than one word. While lexical values are conveyed by strings of phonemes (lexical morphs, roots) in all languages, grammatical values have different means of expression, the repertoire of which is limited by the conditions given by the phonic nature of language. 

It is then possible to work with three instances of the fundamental property as giving rise to five types:4
(a) The grammatical values are also expressed by morphemes, which themselves are rendered by strings of phonemes, i.e. by morphs, and these can have one of two different forms:

(a1) they resemble the strings conveying lexical meanings – both kinds of morphs often are monosyllabic, and their word order positions vary at least within certain grammatically fixed boundaries; this is the analytic type, in which grammatical values are conveyed by function words; this basic property is favorable to (i) an abundance of  dependent (embedded) verb clauses with conjunctions, (ii) the absence both of case endings and of agreement, which is favorable to grammaticalized word order (i.e. to the main syntactic functions expressed by positions of the words, e.g. with the verb being preceded by its subject and followed by its direct object, the order SVO then may be required by grammar); the word order cannot then be used at a large scale to distinguish topic and focus (i.e., in the prototypical case, given and new information), which is favorable to the presence of articles (since definiteness has much in common with givenness and indefiniteness with introducing new discourse referents); the absence of affixal derivation is favorable to lexical conversion (e.g. the type stone wall in English) and to numerous loan words; many words are unmotivated, underived, and may then well be monosyllabic, which is favorable to a large number of vowels, useful to distinguish the short words; English, French, but also e.g. Hawaiian are Skalička's examples of languages coming close to the extreme of this type, although each of them is far from reaching such an extreme;5
(a2) or the grammatical and derivational morphs differ from lexical morphs in being attached to them as affixes each of which serves one function (corresponds to one morpheme); this is the type of agglutination, with a high number of morphemic cases (although the subject is expressed just by the bare lexical morph) and an unclear boundary between them and adverbs derived from nouns (i.e. between grammatical morphemics and lexical derivation), with many deverbative nominals (nouns of action, of actor, of artefact, adjectival participles, etc.), long word forms, and (since in such word forms the differences between all the phonemes are not necessary to distingish the word forms) with phonemic reductions such as vowel harmony; examples of languages close to this type are:Turkish, Hungarian, Finnish, Georgian, Basque, Eskimo, Armenian.

(b) The grammatical values are expressed by modifications of lexical morphs, i.e. by alternations, which occur either

(b1) at the end of the lexical morphs, as is the case with the inflectional (fusional) type: a single ending is present with every word form, with no clear boundary line between the ending and the stem, so that we face an alternation of the end of the lexical morph, rather than an affix (e.g. Lat. anima, animae, animis); the single ending expresses a set of cumulated functions (case, number and gender, or person, number, tense, mood and diathesis, etc.); the case of the subject (nominative) has its own endings; every word form has its single ending (i.e. alternation of the end of the root), and the endings exhibit a high degree of synonymy and of ambiguity; agreement abounds (a verb agrees with its subject, an adjective with its head noun), a high degree of 'free' word order is present, conveying the topic-focus articulation, a dependent (embedded) verb often has the form of an infinitive, inflectional conversion is frequent (i.e. derivation has the form of subsuming the derived word into another class than the derivational basis (Lat. anima – animus); inflection prevails in Latin and other Old Indo-European languages, in Russian, Czech, etc.;

(b2) or in the inner part of words – introflexion: phonemes (especially vowels) occurring within lexical morphs serve to word formation and to morphemics, which is favorable to further features similar to those of inflection; such is the case in Semitic languages, in which this property is combined with agglutination.

(c) Grammatical values are expressed just by the order of lexical morphs –    polysynthesis: the boundary between lexical and grammatical units is unclear, there are many compound words (Vietnamese, written Chinese, Yoruba, Thai).

    Even from this very short survey it may be seen that the five language types do not concern only the morphemic shape of word forms. On the contrary, the strength of the different types in individual languages is relevant for many layers of the language systems and for many features of communicative activities. Also syntactic properties are concerned, such as the form of a dependent verb or of subject and object, the presence of agreement, or the presence of a copula vs. that of an agglutinating affix at the predicate nominal (as in Turk languages, see Giger and Vykypěl 2001). In phonemics, e.g. the number of vowels (and the presence or absence of their harmony) is touched, and so is the word order (which with all types may be understood as belonging to the morphemic representation of the sentence, opposed to the scale of communicative dynamism or underlying order of lexical items in the syntactic sentence representation). Thus, Comrie's (1981:78) requirement according to which language types should cover most different layers of language appears to be met to a relatively high degree by this approach to typology. In any case, a fully "holistic" typology seems to be excluded; it is an empirical fact that the clusters of typologically relevant properties never have been found to be strong enough to cover the whole of language; this fact can be understood in connection with the disadvantages which would concern the complete types as occurring in real languages, rather than just as theoretical, idealized constructs (cf. Note 5).

    The advantages of implication laws stated by Holenstein (1985) are preserved in the probabilistic approach; this concerns above all the possibility to identify a hierarchy among the properties concerned, which is absent if only a prototype and its periphery are distinguished. The basis of this specification of language types concerns the opposition of lexicon and grammar, which is one of the fundamental oppositions present in every natural language (although there are no general rules serving to draw a precise boundary line between these two domains, especially with respect to the opposition of cases and denominal adverbs, to that of verbs and deverbal adjectives, or to certain pronouns as opposed to personal endings or to articles.

    The fact that the implication laws underlying typology are based on probability makes it necessary to work with a quantitative evaluation. However, it is important to base this evaluation on values that are of fundamental importance for the language types, rather than on those that are easily accessible for counting. Thus, it is not fully appropriate to concentrate on the length of sentences or on the 'primary' word order. Instead of this, e.g. a procedure allowing for the identification of the degrees of inflection may pay attention to phenomena decisive for this type, i.e. to cumulation of functions in the single ending of a word form, as well as to the synonymy and the ambiguity of endings. Using such a procedure (see Sgall 1960;1983), a characterization of Czech declension stated the following values: 58 morphemes, 116

endings, 26 values of morphological categories, 34 morphs; three relevant indices   can then be assigned the following values:

index of cumulation of functions – 58:26 = 2.23,

index of synonymy of endings – 116: 58 = 2,

index of ambiguity of endings – 116:34 = 3.41.

    This method was applied (with a certain simplification) for a comparison of the typological properties of Slavic languages by I.I. Revzin and his colleagues, see Volockaja et al. (1963). Also further studies devoted to a typological comparison of languages on the basis of Skalička's view of the five types, which check and enrich this approach, confirm that every language contains properties of different types, which is a consequence of the probabilistic character of  Praguian typology, and one of its basic ingredients.6 If the 'natural morphology' approach of W. Mayerthaler and others (see Dressler et al. 1987, more recently also Orešnik 2001) is taken into account, it is possible to see at least a certain degree of naturalness (especially of iconicity) in some of such combinations of different types  (cf. esp. Popela 1991, Nau 2001, Giger and Vykypěl 2001, Sgall 1988).6 Thus, the cooccurrence of agglutinative features in word derivation with properties of other types is supported by the prototypical situation in which a semantically specific derivation base is combined with affixes having more general meanings (cf. the diminutives, the feminine nouns derived from masculines or vice versa, or J. Kuryłowicz's 'syntactic derivation' varying the parts of speech). On the other hand, inflectional morphemics (even with its irregularities) seems relatively appropriate for a short way of expression of the most frequent kinds of word forms, i.e. especially for the case forms that express subject and objects (or Actor, Objective, Addressee, etc., in the Functional Generative Description, which is briefly discussed in Sect. 4.2 below). The other (adverbial) cases often are connected with prepositions, i.e. analytic function words, also in inflectional languages, and such means seem appropriate to express adverbial and attributive relations between autosemantic lexical words; they connect two such words, whereas a derivational affix just expresses a semantic adaptation of a single word.7 There are many other phenomena which have features of two or more different types, such as the ergative setence structure, or suppletive forms. Often even individual word forms or other items exhibit properties of more than one type, e.g. those of the analytic and of the inflectional types in French or German combinations of prepositions and articles (Fr. du, des, au, etc., G. am, vom, zum), not to speak of analytic function words such as articles displaying values of gender and number in the just cited languages (Schwegler 1990, 148) or of the affinity between analytic function words and agglutinative affixes (Plungian 2001), which both represent grammatical means having the form of morphs, i.e. belong to the class of types specified as (a) in Section 3.1 above.

    The importance of typological studies for understanding issues of diachrony has been known for more than a hundred years. Gabelentz (1901:255-258) characterized the typological development of languages as a spiral going from 'isolation' (or, in Skalička's terminology, polysynthesis) to agglutination, from there to inflection, then to new 'isolation' (or analysis). This movement, which differs from a trend of enriching the lexicon and the grammar, can be understood as a more or less regular rotation of types, rather than as a route for the 'progress' of language. The existence of exceptions to Gabelentz's spiral has been pointed out by Skalička (1941) in his diachronic observations of the declension in the eastern branches of Indo-European languages, which at a certain stage develop from inflection towards agglutination. Perhaps this is due to the rapid development of civilization leading to higher regularity and to different internal conditions for such external factors: if in the relevant epoch of rapid external changes inflectional endings were weakened more or less in a language, this might have been decisive for the growth of regularity to reduce either the endings themselves, substituting them by prepositions, or the number of different paradigms and other inflectional intricacies.8  Let us add that the topic-focus articulation was reflected in Vennemann's (1974) analysis of the typological development of the Indo-European languages.

    The Praguian image of the types of languages may be understood on one hand as a result having its roots in the history of linguistics, to which we turn now, and, on the other hand, as offering certain highly important insights into the nature of language (see Section 4 below).

3.2. Three main lessons from the history of typology

    Only an extremely brief comment on certain points of the development of linguistic typology can be presented here, which is  based on more detailed studies, summarized in Sgall (1995) and is intended to help in delimiting the position of Praguian typology among the different trends in studying types of languages.

    As Ramat (1995) recalls, in the 18th century G. Girard distinguished between "analogous" and "transpositive" languages, which may be compared to the difference between languages with a fixed word order of the shape SVO and those with a higher degree of "free" word order (and with rich sets of inflectional endings). This forerunner of typology, and also his successor A. Smith, understood the language types as given once for always, recognizing a possible change of type only in cases of "mixing" of types. Similarly, in A. W. Schlegel's approach one of the basic ideas was the absence of a change of type. The view of language types as rigid categories connected to some psychological values of ethnic groups was more or less clearly abolished by Humboldt (1836),10 but emerged again, especially with Steinthal's (1850;1860) ethnopsychological view of Indo-European languages as superior. fn l Another turn towards a sober analysis of linguistic structures themselves, including the interplay of typologically different properties within a single language, can be found in Steinthal and Misteli (1893). Also the works of Max Müller, A. F. Pott, A. Hovelacque, W. D. Whitney and other linguists of those epochs are highly illustrative from this point of view. Later, F. N. Finck changed his attitude in such a way between his two books (1899 and 1910). 

    A similar change can be seen in the reasoning on diachronic typology – from A. Schleicher's (1848-1850) 'Sprachaufbau-' and 'Sprachzerstörungsperiode' with the Proto-Indo-European in between as an ideal stage with all the richness of morphemics and Jespersen's (1894) 'progress in language' (with Modern English as superior to other languages) to G. von der Gabelentz's 'Spirallauf', mentioned in Section 3.1 above.11 Gabelentz's  expectations concerning what now could be called a holistic synchronic typology can be characterized by his (1901, 481) formulation according to which our knowledge of one of the relevant properties of a language should immediately lead to a specification of its other properties, similarly as in biology knowing a leaf we know the properties of a tree (see Plank 1991).12
    Sapir's (1921) approach was fully freed from the old prejudices, but lacked systematic attention to the interconnections between individual linguistic properties.        Such interconnections were studied in Prague especially in Mathesius' (1928) 'linguistic characterology' and in connection with Jakobson's (1929; 1958) revealing idea of implication laws, who pointed out the goal oriented, teleological nature of language (now see Leška 1986;1987, Toman 1995, p. 141, and Sériot 1999).13 Within this linguistic context Skalička (who understood laws of the form of strict implications to be important for phonology, rather than for grammar in the narrow sense) specified his five types as based on probabilistic affinities and constituting a relatively highly holistic characterization of laguages. The just quoted formulation of G. von der Gabelentz may find at least its partial parallels in Praguian typology in that, e.g., if we know that a given language typically expresses a syntactic connection of two nouns by a preposition, by an ending, an affix, or by a compound, then we can predict this language to exhibit other properties of the relevant type, i.e. analysis (having embedded clauses introduced by conjunctions, an infinitive with a preposition, articles, many auxiliaries and monosyllabic words, etc.), inflection (with a complex set of personal and case endings, a prepositionless infinitive, agreement, a high degree of "free" word order, and so on), agglutination, or polysynthesis, respectively.      
    The predictive power of Praguian typology certainly is lower than ideal, due to the probabilistic nature of this approach. In another respect, the predictive power

depends on the scope of the clusters of properties which constitute the types. The clusters are larger with the Praguian approach than with the word-order based typology of Greenberg and others (see esp. Mallinson and Blake 1981), which has brought many highly valuable insights not only into the word order, but also into the general conditions of the order of morphemes within words in most different languages. Let us just remark that the differences of the degrees of “free” word order might be assigned much more importance for the characteristics of language structure than is done here. The most frequent word order in Latin (or in Czech, Russian, etc.) is SVO, as is the case in English, French, and also in Chinese; however, it does not seem to be optimal to regard all these languages as belonging to the same type. Greenberg (1995) opens a way to a much more general view of typology, especially of the change of type. 

    In another sense, search of a holistic typology may be seen in Coseriu's (1980; 1983) approach, which stresses the integrational character of typology; however, diachronic transitions between types are not abrupt and thus phenomena of different types are present in a single language, as Coseriu (1980, 169) admits, being aware of the difference between type and class (p. 167). The large set of writings of Coseriu and of his followers certainly is the richest source of European typological thinking in general and especially Romance linguistics. However, it still belongs to questions open for further discussion what is the degree of the explanatory and predictive power of his integrational typology, which understands a type primarily as characteristic of a single language as the basic patterning of its functional layer. A

comparison with Skalička's approach has been presented by Geckeler (1988), see also Dezső (1988; 2000).

From regarding the types of languages as rigid categories connected to assumed psychological values of ethnic groups, the development of research has led to a sober analysis of linguistic structures themselves, bringing to the foreground especially the following points:

(a) Fundamental differences between the structures of languages are determined by  relationships displaying certain degrees of probability, which constitute clusters of properties, language types.
(b) The image of language types should not be blurred by their assumed connections with some intrinsic psychological values of languages or with their semantic richness. As we know from Skalička and his predecessors, the types are basically semantically equivalent. The experience corroborates the view that although translating between English and Czech (or Japanese, Chinese, Arabic, and so on) certainly is a more complex task than that between English and French, still the typological differences are not detrimental. 

(c) The typological differences concern relationships between (underlying) syntax and (morphemic) surface, as was stated by Ramat (1985, 20); more specifically, they are based on the way of expression of grammatical values (and of word formation), see Section 3.1 above.

4. Typology and the nature of language

4.1. Typology as a challenge for theoretical linguistics

A theoretical descriptive framework should allow us to describe a language as preferring a certain type. Close connections between parameters, especially those concerning the relationships between (underlying) sentence structure and morphemics) should be reflected. Stratificational models differentiate between the defining functions of transducing automata (suitable e.g. for movement rules) and matrices of locally conditioned modifications (such as the choice of morphs); the latter are connected with 'lower cost'. Perhaps different descriptive frameworks can correspond to different language types, with properties of other types being marked, more expensive. The teleonomic explanations of the favorability among properties should be analyzed from the viewpoints appropriate for goal-directed systems.

4.2. Fundamental oppositions within the language system 

If (as just mentioned), the differences between the types of languages are determined by relationships between sentence structure itself and its means of expression, i.e. between the levels of Curry's (1962) 'tectogrammatics' and 'phenogrammatics', then it is important for understanding the nature of language to be aware that these relationships belong to the essential properties of its structure.  An analysis of the opposition of these two levels has been carried out in the descriptive framework of Functional Generative Description, FGD, see Sgall et al. (1986), Panevová (1994), Hajičová et al. (1998). FGD works (along with phonemics and phonetics) with two sets of sentence representations, viz. with the tectogrammatical (underlying syntactic) level and with a level of morphemics. In the tectogrammatical representations (TRs), the lexical occurrences proper (autosemantic) are represented by nodes in dependency trees (or, with the inclusion of the relations of coordination and apposition, in more-dimensional networks with a basically simple patterning). 14 The tectogrammatical correlates of function words have the form of indices of the lexical node labels, i.e. of syntactic and morphological symbols representing values of functors (Actor, Objective, Addressee, Manner, Locative, Cause, etc.) and of grammatemes (Plural, Preterite, Imperative, Comparative, etc.), respectively. While one of the dimensions of the tree (schematically indicated as "top-down") corresponds to syntactic dependency, the other dimension (left-to-right) serves to represent the underlying word order (the scale of communicative dynamism in the terminology of the topic-focus-articulation theory). On the other hand, a morphemic sentence representation has a single dimension (left-to-right, surface word order), it is a string of more or less closely connected symbols, i.e. morphemes.15
       What we face here is the opposition between (underlying) syntax and (morphemic) surface. It appears to be appropriate not to continue working with an intervening level of "surface syntax" in the theoretical description of language (see the arguments discussed by Sgall 1992). Thus, essentially, we are coming back to the classical opposition between syntax and morphemics. Similarly as that between grammar and lexicon, this is a pair of old concepts, richly discussed and shown as a corner stone of plausible hypotheses. Both these oppositions have served for many centuries of linguistic research, giving ground for a modular understanding of language, although their boundary lines are blurred by "grey zones" of transitions, of intermediate phenomena (between morphemics and word formation, syntax and analytic morphemics, idiomatics, and so on). 

4.3. The simple pattern of the core of language and its vast periphery 

In the Prague School, the dichotomy of the center and the periphery of the language system always has been treated as one of the most important oppositions. Its analysis has been founded on R. Jakobson’s concept of markedness, the hermeneutic and theoretical roles are stressed esp. by Battistella (1995).16 The numerous aspects this dichotomy in its different forms and sectors shares with

prototype theory cannot be overlooked. What is especially relevant for us in the context of the present contribution is the relationship between the relatively simple pattern of the unmarked phenomena, determining the core of language, which can be captured as based on a simple pattern, coming close to systems that may be understood as innate on independent reasons (propositional calculus). 

    This view is made possible if the unmarked layer of sentence structure is accounted for by dependency trees with complex node labels and unmarked, regular relations between (underlying) syntax and morphemics are seen as the prototypical case.

    Even if, along with different relations of syntactic dependency, also coordination (Conjunction) and the topic-focus articulation are taken into account as one of the aspects of sentence structure (of the TRs), the patterning of sentences can be described as (more-dimensional) tree-like objects that may be univocally represented just by bracketted strings of symbols, each of which comprises a lexical component and indices for the values of grammatemes and functors, cf. e.g. the (simplified) representation (1') for the sentence (1):

(1) Jim and Jane's son, who were present there, belong to the BEST specialists.

(1') ((Jim ((Jane)Appurt sonSing.Def))Conj (Restr (whoPlur)Act (there)Loc  bePret.Decl.Imperf (Obj present)))Act belongPres.Decl.Imperf 

(.Dir specialist.Plur.Def (.Restr good.Superl)) 

Note: Every dependent item or collocation is enclosed in its pair of parentheses, the indices of which, i.e. functors, denote (i) either a dependency relation with its index attached to that parenthesis that is oriented towards its head: Appurt(enance, broader than Possession), Restr(ictive Adjunct), Act(or), Obj(ective), Loc(ative), Dir(ectional-where-to), etc., (ii) or a coordination construction with its symbol attached to the right parenthesis: Conj(unction), Disj(unction), etc. The indices attached to the lexical item, i.e. grammatemes (here indicated only by their orthographic form, which has to be substituted by a symbol for lexical meaning) correspond to the morphological values: Sing(ular), Def(inite), Pret(erite), Decl(arative), Imperf(ective), Superl(ative), etc. The items written to the left of their heads are contextually bound (in topic, in the prototypical case), those to the right of their heads are non-bound (in focus).

The transition between LM and the surface forms of sentences can be handled by a set of rules (including movements) that does not surpass the generative power of one or two (subsequent) pushdown transducers, so that the whole description of language is not much stronger than context-free (cf. Plátek and Sgall, 1978). A highly significant task then is to specify different forms of such devices appropriate for languages preferring one of the types (i.e. connected with a lower cost for the chosen type).17 

Non-prototypical, marked phenomena in language are responsible for the existence of a vast and complex periphery of its system. Three layers of marked, secondary phenomena may be distinguished:

(a) marked members of grammatical, semantically relevant oppositions within the 

language core, such as the morphological values of Plural, Preterite, or, within TFA, the CB phenomena, and so on; 

(b) peripheral phenomena in the TRs, which constitute the marked layers of 

underlying sentence structure, e.g. coordination and apposition, marked positions of focusing operators (see Sect. 2.4 above), i.e. phenomena which require a more complex set of rules (or descriptive devices) for determining the set of TRs; 

(c) contextually restricted relations between TRs and morphemic (or phonemic and 

phonetic) representations of sentences, which constitute a very large domain, ranging from ambiguous and synonymous items in the lexicon and in morphemics (with the sets of inflectional paradigms, their irregularities, etc.) to instances of surface word order not corresponding directly to the scale of communicative dynamism. 

The core of language with its relatively simple structure is substantial for the child's acquisition of language; on the other hand, the complex, large periphery can be mastered by children step by step, with the specific, contextually restricted deviations and exceptions internalized one after the other, on the basis of analogy. Also a theoretical description capturing the core of language by relatively weak means (equivalent to a context-free grammar) perhaps should be accompanied by models of the non-prototypical subdomains and exceptional phenomena, based on lists of items relevant for the contextual restrictions of the marked points. Such a description perhaps may be based on an alternative mathematical approach working with the concept of a collections or semiset, cf. Vopěnka (1989), in which the set membership is not fully delimited.

Such a description should reflect the presence of two fundamental tendencies: 

(a) the consistency of the type that is basic for the language described and the 

properties of which should be connected with low cost in the description of the relation between the underlying and the morphemic levels of this language, and

(b) naturalness in the sense mentioned in Section 3.1 above, which may be 

understood as underlying a mechanism that would restrict the extreme type.18
Thus, the concept of markedness may play an important role also in connection with typology: the consistency of a given type can be understood as the unmarked, prototypical case, and one of the main tasks is to specify mechanisms appropriate for the description of the co-existing properties of other types, i.e. deviations, marked cases.

    If the methodological requirements brought in with the Chomskyan revolution, i.e. explicitness in lingustic thought, not just in description, are be connected with the main results of European functional and structural sources, then a simple pattern of the core of language can be gained: a set of TRs in the form of dependency trees, the possibility of a one-to-one linearization of which (even of more-dimensional networks, including coordination) documents its fundamental perspicuity, see (1') above.

    A formal description of this core might then be attainable, starting from a view of

prototypical relationships between the TRs and the morphemic strings. Only an extreely simplified scheme may be presented here as a starting point:

TR:  root,(d1,d2,...dn,)g1,...,gm,c 

d - derivational suffix (prefixes are to be handled similarly)

g - grammateme value

c - functor value

n,m – natural numbers or zero 

Agglutination in its ideal extreme form would be based on a one-to-one relation between the TR and the means of its expression (morphemes, morphs), cf. e.g. Turkish ev-ler-i-miz-in 'to our houses' with the root ev-, d1 -ler-  'Plur.', d2 - im-  '1st Pers. Possess.', d3 -iz- '1st Pers. Plur.', c -in 'Dative'.

Analysis: function words correspond to the functors and grammatemes, and no suffixes are present, cf. e.g. E. to a house of mine.

Inflection: the functors and grammatemes expressed by a single ending (more precisely, alternation of the stem at its end, or, with introflexion, in the middle of it), e.g. Czech matce 'mother.Dat.Sing',  matek 'mother.Gen.Plur'.

Polysynthesis: the most frequent functors are expressed by the order of bare word roots (e.g. in a pattern such as SVO or SOV), the expression means of other functors and of the grammatemes belong to other types or are of an intermediate character (words having a rather general meaning may be used in grammatical functions, e.g. an equivalent of the verb 'give' in the function of Dative).
There are many intermediate examples, such as anaphoric pronouns distinguishing number and gender (cf. Section 3.1 above).

Many questions of different kinds remain open, among which one of the main is how a description of the relationships between TRs and morphemics can best account  

for the two fundamental tendencies specified above as (a) and (b), i.e. the consistency of a type (connected with a low cost in the descriptive framework to be chosen) and its limitations (connected with naturalness and/or economy).
5. Conclusion: Typology helps understand the nature of language

We have seen that, if Skalička's specification of the five language types, derived from the classical typology, then the Prague typology of languages discloses an image of the fundamentals of types as anchored in the way of expression of grammatical values. This image requires systematically to distinguish between the level of sentence structure and that of morphemics, and this opposition makes it possible to see that whenever the relations between units of these two levels are unmarked or prototypical, then we are in the presence of the core of language. The pattern of the core is relatively simple, coming close to that of the propositional calculus and of other systems which on independent reasons may be viewed as being generally accessible to humans, i.e. determined by their innate properties. This may be useful in explaining the easiness of acquisition of language, analyzing the child's language acquisition as founded on the interactivity of language in communication, rather than on complex innate mechanism specific for the language faculty (cf. Schnelle 1981).

Footnotes

1 Other layers of means of expression perhaps could be looked for in the domain of intonation and prosody, but these hardly could be strong enough to convey the core of grammar. Also a type (b3), with inflectional alternations at the beginning of word stems probably would lack the necessary minimum of perspicuity.

2 Highly important studies on causation, resultative, iterative and other constructions, as well as on general issues of typology, have been presented by the group of A. Xolodovič, as summarized by Nedjalkov and Litvinov (1995). Also J. Nichols' characterization of language structures with syntactic relations marked either on the head or on the dependent word is of great interest, although often both kinds of marking co-occur, e.g., in many languages, the agreement of the verb with its subject is accompanied by the agreement of the adjective with its head noun and/or by case marking; cf. also Stolz and Urdze (2001).
3 If Ineichen (1991, p. 2) claims that such a comparative approach is required or advanageous in medicine or psychology (which constitute Hempel and Oppenheim's empirical background) more than in linguistics, then it may be recalled that intermediate grey zones blurring the boundary lines between subdomains and (classes of) phenomena certainly are present in natural languages, and are crucial for their description (cf. e.g. Sgall 2002). 

4 Describing these five language types, Skalička did not work with a single fundamental property. He rejected the older use of the term 'isolating' (for the type characteristic e.g. for Chinese or Vietnamese), which sometimes was connected with an evaluation of such languages as displaying only poor grammatical patterns. Therefore, stressing the means used for the formation of lexical units, he used the term 'polysynthetic' instead of the older 'isolating' type (which is reflected in the terminology of this contribution), and spoke about the "isolating" properties of English or French, which favor unmotivated lexical units and thus have a relatively scattered lexicon. In M. Giger's introductory remarks to Skalička (2002) more data can be found concerning Skalička's writings on Finno-Ugric languages, as well as on the notion of incorporation. A specific continuation of Prague School typology is represented by the statistically based contributions by G. Altmann, V. Krupa, W. Lehfeldt, and L. Hřebíček. 

5 The extreme of the analytic type would mean that there are no endings or affixes and no compound words, so that the lexicon of such a language would be totally scattered, even with word groups for which in many languages a productive derivation means exists, cf. sir vs. lady, or within morphemics, as with bad vs. worse, and without word class boundaries, e.g. with an unlimited conversion such as that of 

stone wall vs. wall stone. Similarly, an extremely agglutinative language would have only a single word basis from which all other lexical units would be derived by long strings of affixes, and an extremely inflectional language would have a specific paradigm for every noun, adjective and verb, so that for such a language there would be no exaggeration in Skalička's jokeful characterization of Old Greek as a nice language the learning of which requires no tedious memorising of vocables, since having learned its grammar you know its lexicon. 
6 See esp. the analyses of Japanese (and of general linguistic issues concerning variation, communicative competence, and so on) by Neustupný (1978), of Slavic languages by Ďurovič (1973), more specifically on the West Slavic domain by Weiss (1983), Lotko (1997), and Giger (1998); Czech is compared to Russian by Popela (1988), to Baltic languages by Giger and Vykypěl (2001), and the interplay of different typological properties in West-European languages is examined by Čermák (1978), Uhlíř (1969;1988) and Geckeler (2001). 

7 This concerns also the fact that Semitic languages are predominantly agglutinating, althouth they combine properties of this type with a larger amount of introflexion than that present in other languages (Rubba 2001), as well as the well known presence of agglutinative features in Latin conjugation, recalled e.g. by Bossong (2001). Let us remark that Bossong does not bring a new solution of the concept of language type, and his comments on Skalička's approach are rather superficial; one hardly can see indiscriminate ("pauschalisierende") classifications in an approach working with properties of different types as combined in a specific language.
8 In his spiral, Gabelentz does not distinguish between the types he called analytic and isolating; on p.257 he says that English seems to rush towards a pure isolating system ("...dem rein isolierenden Systeme zuzueilen scheint"). It may be assumed that while the analytic type occupies the position between inflection and agglutination in the spiral, the isolating type (called 'polysynthetic' by Skalička, due to its way of word formation) stays apart, perhaps being suitable as a starting point of the whole development, never to be reached again. However, this aspect is somewhat controversial, since Gabelentz only speaks of the spiral development itself, rather than of a fixed state of its origin, not presenting any possibility to characterize individual languages as more and less "developed" (standing less close or closer to such a state). A further relevant question would then concern the (im)possibility to investigate how many times a part of the rotating spiral has been passed by a language (cf. the "secondary" agglutinating forms that include affixes developed from pronouns in some of the Romance languages, e.g. Italian dámelo). Note that even for Indo-European languages we do not know much about their prehistoric development, although before the (partially and hypothetically) reconstructed shape of their common source a number of such cycles could have been absolved. The less can we say about the stages that may have preceded the known systems of languages of other families, most of which nowadays are agglutinating or analytic.

9 The oldest known (and reconstructed) shape of Indo-European languages does not bear a direct witness that their inflectional properties had developed from agglutination. Therefore Kurzová (1993) and Hoskovec (1999-2002) characterize their oldest known development as going from a stage of 'derivational inflection' to that of 'paradigmatic inflection', the latter subtype corresponding to Skalička's concept of inflection and the former to a stage in which the word forms in the sentence were less strictly grammaticalized (with less of 'rection' and agreement, lacking a clear boundary between lexical derivation and morphemics). It remains to be discussed whether this stage can be interpreted as a transition from an even older agglutinating system to (paradigmatic) inflection proper.

10 A survey of the beginnings of typology can now be found in Dezső (1999).
11 In a recent context, the view underlying Gabelentz's spiral, as well as its synchronic counterpart, was characterized by Lehmann (1985) as a scale of grammaticalization, which comes close to Prague typology in several respects.
12 As for the question of terminology raised  by Plank (1991), it still seems possible to believe with Ineichen (1991, p. 1) and others that Gabelentz wanted to speak of typology, although the mistaken "hypology" was used by his posthumous editors in the title of his paper, as well as then (perhaps without an effective checking) in the table of contents and in the running heads.

13 In the domain of Romance languages, this nature of language and its development is discussed e.g. by Schwegler 1990, 177-183, quoting A. Martinet and H. Geisler.
14 Dependency based syntax, known in European linguistics since the 1830 (thanks to K. F. Becker) and systematically elaborated by L. Tesnière in the context of functional structuralism, is one of the sources of Fillmore's Case Grammar. It differs from the descriptivist constituency and we prefer its structural trees to those of the minimalism approach, since (along with other advantages) they make it possible without any complications to distiguish between “to the left of” and “above” in the sentence pattern. FGD works with projective trees, which correspond to continuous constituents of other frameworks.

15 Thanks to the substantial progress of computational linguistics (i.e. of the use of both structural and statistical methods in the elaboration of semi-automatic linguistic procedures), a descriptive framework can now be checked as soon as it is implemented and used not only in morphemic ("part-of-speech") corpus tagging, but also in syntactically annotating a large text corpus.  FGD is being checked now in this sense in the three-level annotation of texts from the Czech National Corpus, see Hajičová (2002). 
16 One of the domains in which the concept of markedness has been used as a corner stone, is the research in the child's language acquisition, see Anderson (2000 and the writings quoted there), especially in analysing the relationshps between parts of speech, naming, reference, syntactic dependency, valency and predicate-argument structures. However, as long as intonation (prosody) plays a marginal role in child-language research and the predicate-argument relation is not understood as primarily serving the articulation of the sentence into its topic and focus, the nature of basic linguistic structures and of their role in the child's language acquisition cannot be properly recognized.

17 Note that in the issues of word formation also the tectogrammatical structure of words depends on typological properties.

18 In a somewhat broader sense naturalness can be also seen in syntax, esp. if issues of economy are taken into account. Thus, it may be understood as suitable for a language system  to include much of grammatical information in lexical entries, especially the valency frames.
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