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 Petr Sgall

1. Comparability

 Sometimes different approaches to linguistic description, being based on different principles, are believed not to be easy (or possible) to compare with each other. However, a comparison, as I am convinced, can always bring interesting results, even if it is not complete in any sense. It has become clear during the last four or five decades that the world of formal (and computational) linguistics hardly can be dominated by a single approach that would be accepted as the only appropriate one and would rule out all its competitors. Also in this domain, we have to get used to the presence of several competing trends, none of which can obtain absolute power and exclude discussion with others, even if it could gain more than 50% votes. Therefore, it is always worth checking whether a comparison of two theoretical frameworks or their parts may help evaluate or, especially, enrich at least some of them. It is important to discuss and analyze in which cases and under what conditions individual partial solutions presented in different frameworks are combinable within a consistent whole.

 Mudersbach (1991) analyzes the issue of comparability of theories from a strictly logical viewpoint, concluding that neither a holistic nor an atomistic view of the concept of meaning allows for a reasonable, systematic comparability of theories in general. However, he states that two theories can be compared if they attempt at solving an identical question and if they abstract from the specific expressions used for their concepts.

 Although not having the possibility to cope with all the points required by the rigour of his approach, I want to check in the present paper whether (or, how far) it is posible, in the frame of ongoing linguistic discussions, effectively to take into account the following objects or directions of comparison:

 the empirical range of theories (Sect. 2 below),

 their principles (Sect. 3),

 their aspects and sectors (Sect. 4),

 subsets of relatively closely related theories (Sect. 5),

 views on the relationships between language and cognition  (Sect. 6).

2. Empirical range of theories

 The empirical ranges of approaches (i.e. the object domains that can be covered by each of them) can be checked as for their empirical adequacy. At least a partial comparison is then feasible and useful, especially in looking for descriptions which this or that framework offers for those sentences or constructions that contain phenomena connected with more or less known difficulties. Thus, the dependency based framework of Functional Generative Desrciption (FGD) has been found capable of indicating the sources of the difference between the (a) and (b) sentences of examples (1) - (3) (see Hajičová 1993, Sgall et al. 1980 and the writings quoted there):

(1)(a) They moved from a village to an industrial center.

 A B

 (b) They moved to an industrial center from a village.

 B A

(2)(a) Jim came by car to a lake.

 A B

 (b) Jim came to a lake by car.

 B A

(3)(a) John dug a ditch with a hoe.

 A B

 (b) John dug a DITCH with a hoe.

 A B

 Here, the B complementations (arguments or adjuncts) - dislocated more to the left than A in (1) and (2) and following the bearer of the intonation center (denoted by capitals) in (3) - are described as carrying a lower degree of communicative dynamism (standing more to the left in the underlying order) than would correspond to their positions under the systemic (basic, canonic) ordering of complementations.1 It is predicted by a general principle that this is only possible if such an argument or adjunct is contextually bound (CB, i.e., belongs to Topic). On the other hand, in the (a) examples the B complementations are CB on some readings and non-bound (NB) on others.

 In which way is it possible to describe this opposition (which also concerns other pairs of complementations, not just Directional.from vs. Directional.to, Means vs. Directional.to, and Objective vs. Means, as above) in other, especially in the constituency based, descriptive frameworks? Can a comparable degree of economy and generalization be achieved there?

3. The principles of theoretical description

 The basic principles underlying linguistic description themselves can be compared; at least in some cases this could help reconsider their appropriateness. They could be checked as for generality (not being bound to properties of certain languages) or consistence, and so on. This might also be useful for reconsidering the clarity of their formulation.

 Certainly, any description has to be derived from observations of empirical phenomena. Language units of different ranges have to be distinguished from each other and classified on the basis of their observable distribution and on abstractions, taking this distribution as their starting point. The conditions for plausible abstractions have to be chosen in accordance with principled methodologies and strictly followed (especially, testable criteria are to be identified and applied).

 Among the interesting points to be discussed when comparing the principles that underlie different theories there is the following question: Can also abstractions which have a functional character be gained in this way and can they be checked by criteria concerning their empirical adequacy? Can a functionally based descriptive framework (as far as it has been formulated explicitly enough, i.e. formalized to a relevant degree) be checked independently in what concerns such of its possible fundamental hypotheses as (a), (b) or (c)?

 (a) The primary, prototypical function of natural languages is to serve human communication; the existing languages have developed under conditions characterized by this function and thus have developed certain properties which prototypically are absent in formal languages (cf. the dictum we derived in 1986 from Kronecker: "Natural language was created by God, and every other thing is the work of Humans").

 (b) The morphs (strings of phonemes) primarily express lexical units, morphological values (those of Number, Tense, Modality, etc.) and syntactic relations (such as Actor, Objective, Addressee, Means, Place, Condition);2 on the other hand, the order of the "free" (i.e. especially of the lexical) morphs (word order) primarily serves - together with the intonation or prosody of the sentence - to convey the information structure (topic-focus articulation). Non-prototypical cases with morphs expressing e.g. topic or with word order expressing e.g. the subject-verb-object relation are not rare, but cannot cover the whole range of the relevant functions (not even in 'polysynthetic' or 'isolating' languages, such as Chinese or Vietnamese, the word order by far can express all syntactic relations).

 (c) Thanks to the fundamental significance of the conditions human communication for the development of natural languages, the latter have acquired an anthropocentric character and have certain properties similar to those of goal oriented systems (synonymous morphs tend to a functional diversification either in the semantic or in a stylistic sense, many changes in phonology and grammar are 'therapeutic' in that they help restore a certain symmetry of individual subsystems of grammar, and neither irregularity nor redundancy ever crosses certain critical boundaries.

 (c) Thanks to the fundamental significance of the conditions of human communication for the development of natural languages, the latter have acquired an anthropocentric character and have certain properties similar to those of goal oriented systems (synonymous morphs tend to a functional diversification either in the semantic or in a stylistic sense, many changes in phonology and grammar are 'therapeutic' in that they help restore a certain symmetry of individual subsystems of grammar, and neither irregularity nor redundancy ever crosses certain critical boundaries.

 I can only quite briefly recall here that each of the hypotheses (a) - (c), or of similar ones, has been challenged by criticism formulated either among functional approachs themselves, or from the side of other theoretical views. If I am not mistaken, then up to now the plausibility of point (b) has suffered least from such discussions, and point (c), at least in the shape of Jakobsonian teleology, has suffered most. However, has some of them been altogether falsified?

 Another question concerns the degree to which the proclaimed principles are obeyed by a given approach to linguistic description. Are they recalled when decisions concerning important steps in the research or in the description are made, or do the authors prefer comfortable formulations like "it is usually assumed that..." or "in the literature we often find the view that..."? Is it promising (or convincing) to construct the description of a subsystem of language on the basis of such a starting point?

4. Aspects or sectors of frameworks

 It may be the case that approaches based on (totally or partially) different principles can be compared in their individual parts, some of which are more or less difficult to be 'translated' into the other's metalanguage. Thus, e.g., the syntactic (tectogrammatical) representations of FGD do not contain any specific handling of constituents, but it is not difficult to understand a subtree headed by a noun as an NP (or, as the case may be, a PP, if the opposition between a preposition and a case ending is seen as belonging to the relevant level of syntax); the boundaries of the empirical value of such notions (with infinitives, relative clauses such as Who has lost his pen, may find it here, etc.) then can be compared to that in other frameworks. This is similar with adjectives and adverbs, so that also a superstructure corresponding more or less to the X-bar theory can be imagined. What cannot be immediately translated is the opposition of VP and S, since the label of the root of the structural tree in FGD is V. The more important it is then to investigate and evaluate the character of this opposition in the frameworks that use it. If the notion of VP is useful only for a specific subset of rules, an analogous concept can be defined in dependency grammars as 'the set of nodes including V and all the nodes subordinated to V except the subject (Actor) and sentence adverbials (the latter constituting one or several kinds of adjunct)'.

5. Comparing closely related theories

 A general and effectively useful theoretical approach to the comparison of any two descriptive frameworks hardly can exist under the conditions given today, especially if the comparison of theories is not understood as a discipline of its own, a specialist in which would have to devote the core of her/his forces to it alone, without thinking of a specific personal role in developing some of the descriptions and their frameworks. However, there are cases of smaller subsets of frameworks which have enough in common to make a useful specific comparison feasible, and thus to allow even for a more or less direct mutual enrichment.

 An example of such a pair of frameworks is that of FGD and C. Fillmore's Construction Grammar (see e.g. Fillmore 1985), both of which are valency based (derived from the structural dependency syntax, elaborated systematically by L. Tesni re). The relationships between these two approaches can serve as an illustration of cases with which the differences between two approaches are small enough to allow for a detailed comparison. Thus, e.g., FGD uses a preliminary classification of the types of 'free modifications' (adjuncts) that certainly is not detailed enough, so that it can gain much from a comparison with the Fillmorean approach: criteria specified by the latter (e.g. those based on limitations of coordination) make it possible to distinguish between the type of adverbial present in to behave reasonably, to handle sth. clumsily, etc. vs. to do it quickly; this points to the usefulness of working also in FGD with more than one functors instead of a single dependent Manner.

 On the other hand, the adjuncts ("free" complementations) of FGD protypically are free to appear in most different positions, even more than once as dependents of a single occurrence of a head verb (or noun, etc.), whereas each of the arguments ('inner participants') occurs at most once with a given verb occurrence. However, there is a basic difference between the dichotomy of argument/adjunct as concerning types of sentence parts (different dependency relations) and that of obligatory/optional. It is important to see that the latter dichotomy concerns the relation of an argument or adjunct to a lexically specified head (or a subgroup of lexical heads), rather than the types of arguments and adjuncts as such. Therefore, a corresponding distinction between the two dichotomies might be accepted also with other frameworks, and this may be relatively well feasible with Construction Grammar: such a valency based framework can well distinguish between arguments and adjuncts as two types of valency on the one hand, and the obligatory or optional presence of a complementation with a specific lexical head on the other.

 It is sometimes argued that constructions of the type the older, the better are difficult to describe by the means of a dependency based grammar (Fillmore, p.c.); however, it is worth noticing that in many languages the corresponding constructions are more perspicuous than in English. The correlate of the first adjective (or adverb) group may have the form of a relative clause (with or without the copula, or with another verb) and the correlate of the other group is then introduced by an anaphoric pronoun, cf. e.g. Russ. chem starshe, tem luchshe, Ital. quanto pi  vecchio, tanto migliore/meglio, Lat. homines quo plura habent eo ampliora cupiunt (Cicero); also Germ. je älter, desto besser, or je mehr du willst, desto weniger kannst du, etc., is in part similar.

 As may be illustrated on Czech examples, such a construction with a relative pronoun or particle offers a key how to handle it in dependency syntax (if one actually wants to describe the internal syntactic structure of such an idiomatic group). In a sentence such as (4) (best of all applicable to wine, I believe) the relative clause or group depends on the anaphoric correlate opening the governing clause:

(4) Čím je starší, tím je lepší.

 lit.: what-Instr it-is older, that-Instr it-is better

 E. The older it is, the better (it is).

 In FGD an adjective in the Comparative (i.e. displaying the morphological value, or 'grammateme' Comp) prototypically occurs either in the position (valency slot) of a Restrictive Adjunct (RSTR) or in that of a Predicate Nominal (Objective, OBJ); often it is accompanied by two dependents one of which has the syntactic function of Comparison (CPR, than), and the other that of Difference (DIFF, by), as e.g. in (5), a simplified underlying structure of which (linearized, with every dependent having being placed in its own pair of parentheses and the type of dependency - argument or adjunct - being indicated by a subscript at that parenthesis that is oriented towards the head) has the shape of (5'):

(5) víno o dva roky starší než tohle

 lit.: a-wine by two years older than this-one

(5') wine.Sing (RSTR ((two)RSTR year.Plur)DIFF

 old.COMP (CPR this))

 If examples such as (4) are described analogically to the simpler cases, such as (5), then we get:

(4') (((what.Rel)DIFF (it.Sing)ACTOR be (OBJ old.Comp))RSTR  that)DIFF (it)ACTOR is (OBJ good.Comp)

 The Czech relative clause literally rendered by the what-clause in (4) is understood here as an adjunct of the counterpart of that; this is a function similar to that displayed by the Czech relative clause functioning as an adjunct to the anaphoric pronoun in (6):

(6) Řekni mně něco o tom, co tě trápí.

 lit.: Tell me something about that what you-Acc puzzles.

 E. Tell me something about what puzzles you.

 The possibility to handle also E. the in this context (in the older in (4)) as a relative (wh-) element may find support in the fact that E. clearly has another relative element starting with th-, namely the item that introducing restrictive relative clauses.

 If the dependent with the syntactic function of Comparison is understood as obligatory with a Comparative, then it is possible, at least in frameworks such as FGD, to presume a zero element in (4) that functions as a 'General Comparison' (similar to the General Actor in E. one-clauses, to the General Objective dependent on read in (7), and so on).

(7) My granddaughter has learned to read already.

 I am not going to analyze here the specific differences concerning these more or less idiomatic constructions, such as the opposition of adjective and adverb, the presence, deletion or absence of a copula, etc. These issues certainly can be handled by the standard means which are at disposal in the individual languages.

 Our further illustration concerns an issue that often has been pointed out as a challenge for dependency based grammars, namely that of so-called non-projective constructions, which, in constituency based theories, are described as 'discontinuous constituents'. An example, discussed esp. by the late Jim McCawley (1988, 1999, and, more specifically, in his lectures at the Praguian Vilém Mathesius Center in March 1998) concerns the difference between (8) and (9):

(8) John only told those persons about his troubles who he  thought he could trust.

(9)(a) Sam only believes that Bush is incompetent.

 (b) Sam only believes Bush to be incompetent.

 As McCawley points out, extraposition of a relative clause (present in (8)) does not change the possibilities for the focus of only (constituted by those persons who he thought he could trust, if (8) is pronounced with the prototypical intonation). On the other hand, the Raising to Object, present in (9)(b), does change the focus of this particle, which in (9)(a) consists of the whole that-clause, but in (9)(b) is restricted to incompetent. McCawley states that this difference is an evidence that the extraposition "does not change constituent structure," but the Raising does.

 In a description such as FGD, it may be claimed that the shift changes syntactic structure neither in (8), nor in (9); however, if the quoted interpretation is correct, we may suppose ex. (9)(a) to have two readings: while McCawley considers the whole that-clause to be in the focus (not distinguishing between the focus of the sentence and the focus of the particle), we would understand Bush on one reading to be contextually bound, i.e. to belong to the focus of the sentence, but not to that of the particle (cf. Hajičová, Partee nd Sgall 1998); on the other reading, Bush is non-bound and belongs to both the foci. The shift to (9)(b) would then only be possible in the case in which Bush is contextually bound.

 Another question concerns the nature of such shifts. In FGD the syntactic structures (other than coordination) are assumed to meet the condition of projectivity,3 and the shifts of different kinds do not concern syntax (tectogrammatics) itself, but rather its relation to the morphemic representation, which is a string of symbols such as lexical and derivative morphemes (semes) and those of cases, tenses, modalities, and so on. These string lack any tree-like structure (or the parentheses corresponding to dependency relations, as in exx. (4) or (5) above, so that the condition of projectivity is irrelevant for them.

 These remarks have led us to the issues concerning the language system as consisting of several levels, which - as contrasted to the basically not language-specific domain of cognition - are the objective of the next section.

6. The system of language and the domain of cognition

 The Saussurean distinction between (linguistic, 'literal') 'meaning' and cognitive (ontological) content, analyzed by L. Hjelmslev, E. Coseriu, M. Dokulil, O. Leška and others, is present also in several trends of formally oriented linguistics, including N. Chomsky's views on 'logical form' and 'semantic representation'. While the former is one of the levels of the language system (constituting its interface with cognition), the latter is beyond language itself and is the object of intersiciplinary study. The question how to draw the boundary line between these two layers is still far from easy (cf. Sgall et al. 1986; Sgall 1994), and it is not surprising (although disadvantageous, as I am convinced) to work without this distinction.

 Along with the underlying level of meaning (or with that of logical form), a number of other levels of the language system were distinguished in the previous stages of both the Chomskyan and the Praguian approaches. In both of them, the number of levels has been proposed to be strongly reduced. In FGD not only the two interface levels (that of underlying syntax and that of phonetics or phonemics) are recognized as full levels (in the sense of exhibiting representations of sentences), but also the difference between the tree-like structures of syntax (meaning of sentence, tectogrammatics) and the strings of morphemics is handled as an opposition of two levels.

 The arguments why the distinction between the two levels of syntax may and should be abandoned (Sgall 1992) concern first of all the fact that the two main differences between them have not been well motivated: Neither the synonymy of the two sentences in (10), nor that in (11) can be taken for granted.

(10)(a) After Father's arrival, we are going to take a walk.

 (b) After Father arrives, we are going to take a walk.

(11)(a) The culprit killed the old man.

 (b) The old man was killed by the culprit.

 It is important to see that (10)(a) also has a semantic interpretation identical to that of (12), so that it cannot be described only as a surface correspondent of (10)(b); thus, (10)(a) and (b) display two different underlying structures (if one does not want to understand (10)(a) as ambiguous).

(12) (Now,) After Father has arrived, we are going to take  a walk.

 The passive in (11)(b) cannot be seen as strictly synonymous with the active in (11)(a), since there are contexts in which active and passive are not interchangeable 'salva veritate', cf. (13):4

(13)(a) The culprit willingly killed the old man.

 (b) The old man was willingly killed by the culprit.

 These examples make the arguments for 'surface syntax' much weaker than they appeared to be. It is then possible to work with this or that kind of such an intermediate level for certain more or less technical purposes,5 but a theoretical view of the sentence structure may be reduced to a single level, that of underlying syntax (be it in the shape of the Praguian 'meaning of the sentence', or of Logical Form). It is this level that should provide an appropriate input to the semantic(-pragmatic) interpretation.

 As has been mentioned in Section 5, in FGD the underlying representations of sentences are supposed to meet the condition of projectivity. This makes a one-to-one linearization of the representations possible, with a pair of parentheses for every pair of head and dependent and for every coordinated conjunction and the kinds of syntactic relations indicated by subscripts at the parentheses. The technical possibility of such a notation documents that the core of the underlying syntactic structure comes close, under this view, to elementary structures of logic, such as those of the proposition calculus or of Boolean logic. Speaking of "the core" of these structures, let us recall that in the Prague School the difference between the centre and the periphery of language has been stressed for long decades. One possible specification of this difference is to understand the syntactic relations proper and the topic-focus articulation together with the values of morphological categories to belong to the centre of grammar. On the other hand, the peripheral phenomena (added to the core during language learning as individual complications) would then consist of the varying positions and scopes of wh-words, focus sensitive particles, differences between communicative dynamism and word order, analytic morphemics, morphemic exceptions and irregularities (including ambiguity and synonymy).

 In this sense, then, the fundamental patterning of natural language could be seen as structurally very simple, not far from other patterns that are accessible to human beings as such. The problem of language acquisition, stressed by N. Chomsky, might then be handled by less complex means, i.e. as less distant from what usually is assumed on independent grounds as innate human properties and from what is accessible on the basis of communicative interaction. In this sense, the challenge offered by FGD may be found worth attention, i.e. useful for a comparison with other approaches.

Notes

1 Individual verbs and other head words may differ from each other in this ordering. However, the research discussed in Sgall et al. (1995) leads to the conclusion that, usually, such differences as that between E. He gave Mary a book (Addr - Obj) vs. He donated one thousand dollars to the victims (Obj - Addr) may be due to an ongoing change.

2 It may be recalled that in FGD, function words are handled similarly as other function morphemes, i.e. their underlying counterparts are just indices of lexical labels or of parentheses (i.e. labels of edges).

3 This condition ensures that between a dependent and its head no word intervenes that would not depend - immediately or not - on the same head; cf. R. Hudson's 'adjacency'.

4 It should be noted that also the topic-focus articulation of the active and the passive sentence is different in E., where passivisation is regularly accompanied by the corresponding word order shift (see Haji ová 1993); in the case of a marked placement of the intonation center on the subject of the passive this difference would be reduced.

5 Cf. the layer of 'analytic syntax' in the Prague Treebank (with tagging text from the Czech National Corpus), discussed by Hajič (1998); Hajič et al. (1998). Another auxiliary intermediate level of such a kind may perhaps be used if the description of the rearrangement (movements), that is useful in order to arrive at projective structures (or at continuous constitutents) is to be divided from the handling of other irregularities in the relation between (underlying) syntax and morphemics.
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Petr Sgall: MOŽNOSTI POROVNÁVÁNÍ LINGVISTICKÝCH PŘÍSTUPŮ

 Různé přístupy k teoretickému popisu jazyka je třeba porovnávat jak co do empirického rozsahu popisného rámce, tak co do kvalit a stupně dodržování jejich principů. Důležité je diskutovat věcně o možnosti spojení jednotlivých dílčích řešení do bezrozporných celků a o možnostech, jak co nejekonomičtěji zachytit jádro (centrum) jazykového systému.

pro LingPrag (poslat Uwe Junghannsovi - tu6kou p5ipsat n+xth try a k "often we read..." odkaz na Zybatovou?)

rozdat v UFALu, UTKL, poslat Fillmorovi (Olivovi?)
